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A new character formula is presented which leads automatically to character generators in the 
positive form. The character generator for B3 is constructed as an example. 

PACS numbers: 02.20.Qs 

1. INTRODUCTION 

The problem of determining character generators for 
compact semisimple Lie groups has recently attracted a 
great deal of interest. Such generators are functions X (A ,17) of 
I variables Ai and I class labels 17i such that when X (A ,17) is 
expanded in a power series in A, the coefficients represent the 
characters of the irreducible representations labeled by the 
exponents of the A: 

X (A,17) = IX,d17) II A:'. (Ll) 
" i= 1 

The number I is the rank of the Lie group. The characters 
X" (17) are polynomials in the 17 i such that the exponents of 
the 17 in a given term designate the components of a weight in 
the irreducible representation (A ) while the coefficient of the 
term tells us the multiplicity of that weight. 

In order to be useful as a character generator, X (A ,17) 
should be a sum of terms, each of which has no negative 
coefficient in its expansion. Otherwise, the evaluation oft 1.1) 
would involve the cancellation of contributions from differ
ent terms. A general formula which does not satisfy this re
quirement has been known for some time. 1 The difficulty of 
rewriting the character generator in the required positive
definite form, however, increases dramatically with the rank 
of the group. Several authors have recently presented com
binatorical methods which can be used to obtain positive 
definite character generators for the groups An ,Bn, en' and 
D n •

2
-

5 Here we present a general formula which can be used 
to obtain a positive-definite character generator for any com
pact semisimple Lie group. 

In Sec. 2, we review the W ey I formula for the character 
generator, which is not positive definite, and discuss the 
Weyl reflection group. In Sec. 3, we derive a similar formula 
which does yield a positive-definite result. Section 4 gives an 
algorithm for the simple determination of the elements of the 
Weyl group and further simplifies the character formula. In 
Sec. 5 we discuss the construction of character generators 
and present some examples. Finally, in Sec. 6 we discuss 
other applications of our character formula. 

2. THE WEYL FORMULA 

The character of an irreducible representation (A ) of a 
compact semisimple Lie group can be written as6 

x" (17) = SA (17)lSo(17), 

where the characteristic function S" is given by 
I 

SA (17) = Idet(S) II (17tf +"kl 
S k= 1 

(2.1) 

(2.2) 

with 
I 

17s - II 17S
'k k - i· 

i= 1 

(2.3) 

In Eqs. (2.1)-(2.3) we have used the following notations and 
conventions. The irreducible representations (IR's) are la
beled by the set of I integers A k such that the highest weight 
M of an IR is given by M = Akmk with mk the highest 
weight of the k th fundamental IR. I is the rank of the Lie 
group. The basis of weight space is such that the m k form an 
orthonormal set, m k = ek • The character X defined in Eq. 

(2.1) is a polynomial in the 17 with terms of the form n17~" 
where Wi is the ith component of a weight W of the IR in our 
basis. Finally, the sum in Eq. (2.2) is over all Weyl reflections. 
The matrices Sik in Eq. (2.3) are the representation matrices 
of the Weyl group in the basis of weight space. 

The Weyl reflection group is generated by a set of I 
elements Si under the restriction 7 

(2.4) 

If i = i, then the exponent P ij in (2.4) is equal to 1, that is, any 
generator is its own inverse. If i #-i, then we can obtain the 
exponents from the Dynkin diagram. The generator Sn is 
associated with the nth circle of the diagram and the expo
nent Pij is 2,3,4, or 6 corresponding to the number of lines 
joining the ith andith circles being 0, 1,2, or 3. To construct 
the group elements, we proceed iteratively. With each ele
ment we associate a "word," a product of W of the Sn where 
w, the word length, is the minimum number of generators 
needed to construct the element. Words of length W + 1 are 
obtained by multiplying all words oflength W by each of the I 
generators Sn. Words which can be reduced by the relations 
(2.4) to a word which has already been found, either of the 
same length or shorter, are then discarded. The starting 
point is the identity I, which is taken to have length zero. The 
number of distinct words is the order of the Weyl group. 
These are given in Table I for the classical Lie groups. These 

TABLE I. Orders of the Weyl reflection groups for the classical Lie groups. 

Lie group 

An 
B",C" 
D" 
G2 

F4 
E6 
E7 
E. 

Order ofWeyl group 

(n+ I)l 
2" . nl 

2" - I • n! 

12 
I 152 

51840 
2903040 

232243200 
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also represent the number of terms in the sum in Eq. (2.2). 

In the basis of weight space. the matrices representing 
the generators Sn are 

Sn = I - A,Pn (n = 1 •... ,/), (2.5) 

where I is the I-dimensional unit matrix, A is the Cartan 
matrix ofthe Lie group and P n is the matrix whose elements 
are all zero except for the nth diagonal element which is one. 
When acting on a weight w the Sn have the effect 

(2.6) 

where Wn is the nth component ofw and an is the nth simple 
root, whose components in this basis are equal to the nth 
column of the Cartan matrix. From (2.3) we see that the k th 
column of each oftheSik is one of the outside weights of the 
k th fundamental IR. An outside weight of an IR is one 
which is obtained from the highest weight by Weyl reflec
tion. The number of outside weights in the k th fundamental 
IR is equal to the ratio of the order of the Weyl group to the 
order of the Weyl subgroup obtained by deleting the k th 
circle from the Dynkin diagram. For example. the Dynkin 
diagram for B3 is ~. Eliminating the first circle 
leaves ~ , the diagram for B2 • The number of outside 
weights in the (1,0,0) IR of B3 is therefore equal to the order 
of the B3 Weyl group divided by that of the B2 Weyl group: 
48/8 = 6. 

A generating function can be constructed for the Weyl 

characteristic function by multiplying (2.2) by TIA ~k and 
summing over all (11 »(0). The result is 

I 'T}s 
E(A,'T}) = Idet(S) II k s • 

S k~II-Ak'T}k 
(2.7) 

The coefficient of A ~k in the expansion of (2.7) is the charac
teristic function 5.< ('T}). In order to turn (2.7) into a generating 
function for characters, we simply divide by 5o('T}): 

x (A,'T}) = E(A,'T})/5o('T})· (2.8) 

The coefficient of A ~k in the expansion of (2.8) is the charac
ter X,d'T}). The scalar characteristic can be written as 

(2.9) 
p 

where the index p labels positive roots and 

Q - n n1P - n A'l p - Pj. Pj - 'T} i . (2.10) 
j= 1 i= 1 

Here njp is the number of simple roots a j contained in the pth 
positive root and the exponent of 'T} i in Pj is the ith compo
nent of a j • As usual. A Ij is the Cartan matrix. 

While Eq. (2.8) provides us with a closed form expres
sion for the character generator, it is not in a form we would 
like. First, the factor det(S) in (2.7) is equal to ( - I )W, where W 

is the word length of S. Therefore, terms appear with both 
positive and negative coefficients. Second. 5o('T}) introduces 
poles into each term of(2.8) which are spurious since they 
must disappear when all terms are added. Our problem is to 
rewrite (2.8) as a sum of rational expressions. each of which 
has a polynomial numerator with positive coefficients and a 
denominator which is a product of factors of the form 

(1 - Ai n'T}?). where A, is the variable labeling the ith funda-
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mental IR and Wj is thejth component of one of the outside 
weights of that IR. By counting the denominator factors in 
each term of (2.8) we can see that each ofthe rational expres
sions in the final form will have 1(r + I) denominator factors. 
where r is the order of the Lie algebra. 

3. AN ALTERNATIVE FORMULA 

For a given irreducible representation (11 ), the expo
nents of the 'T} in the character X .. ('T}) provide us with a com
plete set of weights L1.<. This set can be written as a sum of 
subsets L1 ~. where k is the number of simple roots which 
must be subtracted from the highest weight in order to ob
tain a weight in the subset. The subset L1 ~ contains the high
est weight, whose components in our basis are (1l 1•· ... ,Iltl. 
The usual procedure for determination of the complete set of 
weights proceeds iteratively in k. 8 All weights in the k = ° 
level are known. If all weights in levels O ..... k are known. 
then the weights in level k + 1 are determined by the follow
ing algorithm: Let w be an arbitrary weight in L1 ~. If its nth 
component Wn is greater than zero, then by (2.6) it has a Weyl 
reflection w - Wn an' Both of these weights are part of a 
chain which includes w - an so that this latter is a weight in 
level k + I. Ifwn is less than or equal to zero. then w - an is 
a weight if its reflection w + (1 - W n Jan is part of an an 

chain containing w. 
In order to construct complete sets of weights. we shall 

use an equivalent procedure which proceeds iteratively on 
the word length of the W ey I reflections. We shall show that if 
S is a Weyl reflection obtained by mUltiplying the minimum 
number ofgeneratorsSi • then the character XA. ('T}) is given by 

(3.1) 

where the sum is over all elements of the Weyl reflection 
group and where S is an operator obtained by replacing all S; 
inSby 

Si =(I-Pi)-I(Si -1). (3.2) 

The quantity P; defined in (2.10) has 'T} exponents corre
sponding to the weight of the ith simple root. 

Our method of construction of the complete set of 
weights is the following: We take the highest weight M to be 
the sole member of the set rO. Acting on M with each of the 
generators S, (words of length I). we obtain a set of reflec
tions and implied chain members which are placed in the set 
r I. Notice that this set does not include M. Continuing in 
this fashion. we act on all members of the set r k with the 
generators and include all new weights in the set r k + I. The 
procedure is continued until no new weights are introduced. 
In order to prove that Eq. (3.1) is valid, we must prove that 
the operators S corresponding to elements of word length k 
of the Weyl group produce all terms 'T}w, with wEFk. and no 
others. 

First. we prove that the only possible operators S corre
spond to elements of the Weyl group. It is tedious but 
straight forward to prove by construction that SiS; = - S; 
an<! t~a! ~i.t:;= Sj~i,}!SiSL ~ SjS;Sj. Si~SiSj = SjSiSjS,. 
or S;SjS;SjSiSj = SjS;SjSiSjS; when the ith andjth circles 
of the Dynkin diagram are connected by 0, 1. 2, or 3 lines. 
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These relations can be used to eliminate any word which is 
not of minimum length or which is equal to one of the same 
length. Thus the sum over S in (3.1) is complete. 

Suppose that a weight w has a positive ith component 
Wi' Then by (2.6) the reflection of this weight under Si is 
W - w,a;. where a, is the ith simple root. This implies the 
existence ofa chain of weights w, w - a;.oo.,w - w,a,. The 

effect of S, on 11'" = rrl1~' is 

(3.3) 

Notice that S, introduces terms corresponding to the addi
tional members of the chain. If w belongs to r k and is as
sumed to have been produced by an operator S of length k, 
then these new weights are produced by the operator S,S of 
length k + 1 and appear in r k + 1 as required. Notice as well 
that if r k contains both wand its reflection S,w, then no 
additional weights are produced. The only potential prob
lem occurs if w has a negative ith component and is unac
companied by its reflection. In that case, the terms intro
duced by S, are negative. We shall show that this never 
happens. 

There are only two ways in which a weight with a nega
tive ith component can occur. First, it may occur as a part of 
a chain generated by S,. Second, it may be produced when 
another operator, Sj' acts on a weight with a negativejth 
component and which is unaccompanied by itsj-reflection. 
The latter possibility can be neglected if we concentrate on 
the first occurrence of this potential problem. Suppose that w 
is a weight obtained by the operation S. Then S,S gives us 
the weights w - pa;. wherep = l,oo.,w,. Notice that 
w - w,u, is unaccompanied by its i-reflection. This is no 
problem since S,S,S is not a reduced element. Ifwe now act 
with Sj' where S,Sj =lSjS, (if S, and Sj commute, we put Sj 
into S), we obtain w - qaj - pa;. where q = 1,00', 
(Wj - pAp)-;' 1 since the component Ap of the Cartan matrix 
is thejth component of the ith simple root in this basis. Let us 
suppose that the ith component of one of the above weights, 
Wi - qAij - 2p, is less than zero. Ifthe i-reflection of this 
weight, w - qaj - (w, - p - qAij)a" is one of the weights 
above, then we have no problem at this stage. Since Aij is a 
negative integer and since Wi - p-;,O, we see that the reflec
tion has the form w - qa

J 
- p'a, with l.;;;p' <p';;;w i so that 

this is in fact one of the weights above. This argument is 
easily extended if we act with further operators and so we 
conclude that if some operator S produces a term corre
sponding to a weight w with Wi < 0, then either a term corre
sponding to Si w is also produced or SiS is not a reduced 
word. Therefore, Eq. (3.1) does accomplish the construction 
described above. 

As an example, let us construct the character of the (1,2) 
representation ofSU(3). The elements of the Weyl group are 

I, SI' Sz, SISZ' SZSI' and SISZSI' where SI: 111 = 111- l11z and 
Sz: 112 = 1'11112- 1. The simple roots have components (2, - 1) 
and ( - 1,2) so thatpl = l1T 112- 1 andpz = 111- 111~' I acting on 
11111i gives us this highest weight term back again. The other 
reflections give 

SI: 11111~ = (111- 111~ -11111~)/(1 -l1T112- 1) = 111- 111L 
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S2: 11111; =(l1i112-2-11111~)I(I-111-111~)=l1i112-2+11i, 

SI:S2: 11111~ =(111-311z+111-211~ -l1i112- 2-11i)/ 

(1-11T112- 1) 

= 111- 311z + 111- 1 + 111112- 1 + 111- 211~ + l1z, 

S2:S1: 11111~ = (11~112- 3 -111-111~)I(1 -111-111~) 

= l1T112- 3 + 111112- 1 + 112' 
- - - 2 -2 -1 -1 2 -3 -1 
SI:S2S1: 111112 = (111 112 + 111 -111112 -111112 )I 

(1-11i112- 1) 

= 111" 2112- 1 + 112- 2 + 111- 1. 

The sum of these terms provides the character Xll.21(11). No
tice that the last line can also be obtained from the equivalent 
word S2S1S2' 

Equation (3.1) can be turned into an equation for the 

character generator by replacing l1~k by (1 - A k 11 d - 1, so we 
have 

I 

X(A,l1) = IS: II (1 -A k l1k)-I. (3.4) 
s k~1 

It is important to notice, as can be seen from the discussion 
earlier in this section, that each term in (3.4) is positive. 
Moreover, the only factors which occur in the denominators 
of these terms correspond to the outside weights of the fun
damental irreducible representations. Therefore, this 
expression has neither the negative terms nor the spurious 
poles which occur in (2.8). 

There are two relationships which are useful in evaluat
ing the terms of (3.4). First, 

S,: (FG) = (Si:F)G + (Si:F)(S,:G) (3.5) 

allows us to act separately with Si on each factor of an 
expression. Second, ifw is an outside weight of some funda
mental irreducible representation which is labeled by A, then 
the corresponding denominator factor satisfies 

Si:(1 -Al1 ... )-1 = (AS,:l1w)I(l -Al1W)(1 -ASi :11"').(3.6) 

Thus each term in (3.4) generated by a wordSoflengthh has 
h + I denominator factors. Since the word of maximum 
length has h = !(r - I ), the terms in the final expression for 
the generating function will have terms with 1(r + I) de
nominator factors, as is the case for the Weyl formula. 

4. DETERMINATION OF THE WEYL ELEMENTS 

In practice, the construction of the elements ofthe Weyl 
group by using the relations (2.4) to eliminate equivalent 
words is a very tedious one. It is far more convenient to 
construct them by considering their action in weight space. 

In order to simplify the procedure further, we shall con
sider the Lie subgroup, and corresponding Weyl subgroup, 
obtained by deleting one of the circles from the Dynkin dia
gram. We shall eliminate the I th circle in our discussion, but 
the arguments presented are completely general. The set IS J 
of elements of the Weyl group can be factored into a set I H J 

of subgroup elements and a set I T 1 such that 

lSI =ITIIHJ. (4.1) 

The elements in the set I H I are generated by the I - 1 gener· 
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atorsSI,. .. ,S/_ I' These elements do not affect 7]/, the highest 
weight term in the character of the / th fundamental IR. We 
can therefore determine the elements of IT) in terms of their 
action on 7]/. 

A simple graphical algorithm suffices to determine the 
elements of IT) . The highest point on the graph is labeled by 
7]/. Points on each level are determined from those of the 
level above by applying Si to the label of each of the higher 
points iff that label has a positive exponent of 7] i' The gener
ated point, labeled by the action of Si on the higher label, is 
connected to the higher point by a line labeled by Si' The 
action of Si on any label is obtained by replacing 

7]i---+7]iTI7]j-Aji (4.2) 

in that label. If a point is connected to those of the level above 
by more than one line, then all but one of those lines are 
eliminated. Each point on the completed graph represents 
one of the outside weights of the corresponding fundamental 
IR and is connected to the highest point by a unique path. 
The product of the labels of the lines ofthis path, with higher 
labels to the right, represents one of the elements oq T). The 
connection of the highest point with itself represents the ele
mentI. 

The graph shown in Fig. 1 determines the outside 
weights and elements of IT) for the (0,1,0) representation of 

-1 2 
n 1 n3 

n 1 
Sl 2 -1 

n 1 n 2 

-2 2 
-2 n1n 2 n3 n 1 n 2 

FIG. I. Outside weights and Weyl generators for the (0,1,0) representation 
of B3 . 
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B3 . The dashed lines are to be eliminated from the graph. The 
resulting elements of IT) are: I, S2' SIS2' S3S2' S3SIS2' 
S2S3S 2' S2S3SIS2' SIS2S3S2' SIS2S3SIS2' S3S2S3S IS2' 
SIS3S2S3SIS2' and S2SIS3S2S3SIS2' 

The elements of I H ) can be factored further by elimi
nating other circles of the Dynkin diagram until, ultimately, 
only a single circle representing A I remains. In the example 
above, the diagram O----Cr=:J for B3 was reduced to 0 0 of 
Al XA I' The elements of the set !H ) are (I + S3)(I + SI)' The 
elements of ! S ) for B3 are the 48 terms in the product 
! T)!H). The set of elements (5) appearingin(3.I)and(3.4) 
are just those of ! S ) with all Si replaced by 5" 

The set! S ) contains a single element S M of maximum 
length which is the product of the elements of maximum 
length in its factor sets. We shall now show that the sum of 
the 5 can be replaced by S M' the operator obtained by replac
ing each of the Si in S M by (I + 5i). Consider the product of 
the h rightmost factors in SM and assume that all words 
generated are inequivalent. We now multiply this set of 
words by the next factor, (I + 5,), Multiplication by I clearly 
reproduces the previous set of inequivalent words. Let us 
suppose that S is a word in this set and that SiS = S' is 
equivalent to a longer word in the set. Then since 
5i5i = - 5i, we have 5i (5 + 5 ') = 0 so that no new words 
are introduced which are equivalent to words in the previous 
set. The process terminates when no new word can be intro
duced by multiplication by any (I + 5,), This is the case for 
S M since its factors can be rearranged to place any given S, 
on the left. Multiplication of (I + 5,) by itself gives (I + 5,) 
back again so that (I + 5, )S M = SM' The set of words gener
ated by SM is complete and inequivalent. 

Equation (3.4) for the character generator can therefore 
be written as 

/ 

X (A ,7]) =SM: II (l-A k 7]d- l
• 

k~1 

The character generator for B 3, for example, becomes 

X B ,(A,7]) 

(4.3) 

= (I + 52)(1 + 5J!(I + 53)(1 + 52)(1 + 5 3 )(1 + 5J!(I + 52) 

X(I+53)(I+5J![(1-A I7]J!(1-A 27]2)(I-A 37]3)]-1. 

(4.4) 

This form of the character generator, while equivalent to 
(3.4), is more practical. The reason is that the sum in (3.4) will 
yield terms with fewer than !(r + / ) denominator factors 
which must be rearranged to produce the final form. In Eq. 
(4.3) the result of multiplication by each (I + 5,) can be ar
ranged into terms with one more denominator factor than 
the previous one and with no negative numerator coeffi
cients so that no rearrangement is necessary to produce the 
final form. 

Since S M = T MH M' where T M and H M' are the longest 
words in IT) and! H ), respectively, we should be able to 
write the character generator X (A ,7]) in terms of the charac
ter generator X h (A,7]) for the subgroup obtained by deleting 
the I th circle of the Dynkin diagram. This latter depends 
upon Ak and 7]k for k = 1, ... ,1- I so we must introduce the 
implied 7], dependence. To do this, we introduce the /- I 
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quantities 
1-1 

f.1;= IAfkAZ;' (i=I, ... ,/-I) (4.5) 
k=l 

and write 

X(A,17) = TM : (1 -A/17/)-IXh (A '1,11,17171), (4.6) 

where in (4.5)A g and A h are the group and subgroup Cartan 
matrices, respectively. These relations are easily generalized 
to subgroups obtained by eliminating other circles. Equation 
(4.6) allows us to work with chains of subgroups, so that we 
do not need to work out each character generator from 
scratch. 

5. CONSTRUCTION OF CHARACTER GENERATORS 

Equations (3.4), (4.3), and (4.6) provide us with three 
expressions for the character generator. The first of these is 
particularly useful if the Weyl group is small. Each term 
gives a positive-definite result with the only drawback being 
that the terms do not have the same number of denominator 
factors. Some rearrangement is necessary to put the result in 
the simplest form. The second the third formulae, which are 
equivalent, give us terms with the same number of denomi
nator factors at each step with the third exhibiting the possi
bility of construction through a subgroup chain. In practice, 
however, the second equation, (4.3), seems to offer the easiest 
construction since the algebra of the S; can be used to sim
plify the work at each stage. 

The basic idea of this last method is to use (3.5) and the 
similar relation 

(I + S;): (FG) = ((I +S;):F)G + (S;:F)(S;:G) (5.1) 

to move the S; operators through each of the (1 - A k 17 k ) - I 
in turn, collecting and simplifying after each denominator 
has been passed before moving to the next. For example, the 
character generator for B2 [SO(5)] can be written 

X(A,17) = (I + S2)(I + Sd(I + S2) 

(5.2) 

We can immediately move (I + SI) through the factor 
(1 - A2172)-1. Using Eq. (5.1) to move (I + S2) through now 
gives 

(I + S2)(I + Sd[(I + S2)(1 - A2172)-I](I + SI)(l - AI17d- 1 

+ (I + S2)(I + Sd[S2(1 - A2172)-ljS2(I + Sd(l - A 117d- l. 

(5.3) 

Notice that S2( 1 - A 117 d - I = 0 so that thefactor S2( 1 + S d 
in the second term can be replaced by S2SI' We now move 
(I + S d through to give 

(I + S2)[(I + SI)(I + S2)(1 - A2172)-1](I + Sd(l - AI17I)-1 

+ (I + S2)[SI(I + S2)(1 - A2172)-ljSM + Sd(l - A l17I)-1 

+ (I +S2)[(I +SI)S2(1-A2172)-ljS2SI(1-AI171)-1 

+ (I + S2)[SIS2(1 - A2172)-ljS1S2S1(1 - AI17I)-I. 
(5.4) 

The second term in (5.4) vanishes sinceS;(I + S;) = o. Mov
ing (I + Sz) through gives 
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[(I +S2)(I +Sd(I +S2)(I-A2172)-Ij(I +Sd(I-A I17I)-1 

+ [S2(I + Sd(I + S2)(1 - A2172)-ljS2(I + Sd(l - AI17d- 1 

+ [(I +S2)(I +Sd(I-A2172)-ljS2SI(I-AI17d-1 

+ [S2(I+SdS2(I-A2172)-ljS2S2SI(I-AI17d-1 

+ [(I +S2)SlS2(I-A2172)-ljSIS2S1(1-AI17d-1 

+ [S2S1S2(1 -A2172)-ljS2SIS2S1(1 -A I17d- l
. (5.5) 

The last term vanishes since S2SIS2S1 = SlS2S1S2 and 
S2(1 - A 117 d - 1 = O. The second, third, and fourth terms 
have the same factors following the bracket since S2(I + Sl) 
can be replaced with S2S1 and since S2S2 = - S2' Evaluat
ing the quantities in brackets we have the three terms 

X (A,17) = [(1 - A2172- 1)(1 - A2171- 1172)] -I 
- - - I 

XSIS2S I(1 - A 1171)-

+ [(1 -A2172-1)(1 -A2171 1172) 

X (1 - A2171172- 1)]-1 

xS2Sdl - AI17r l 

+ [(1 -A217z- I )(1 -A2171- 1172) 

X(I-A 2171172- 1)(I-A 2172)]-1 

XlI + Sd(1 -A I17I)-I. (5.6) 

The operators S; now act only on the A 1 factor. Since they 
form reduced words of the Weyl group, the results will be 
positive definite. 

In evaluating the brackets in (5.6), we have used (3.5), 
(3.6), and the relations SI:171 = 171- 117L S2:172 = 171172- I, 
PI = 17i 172- 2, andp2 = 171- 117~. In order to see how this pro
cedure works, we shall evaluate S2SI(1 - A 117tl- 1 starting 
with the partial result 

SI(1 -A I171)-1 =AI171-117~ [(1 -Al17I-I17~)(1 -AI17tl] -I. 
(5.7) 

Let us now operate with S2' Notice first that any denomina
tor factor not containing 17;, or which is accompanied by its i
reflection, can be treated as a constant as far as S; is con
cerned. We can therefore ignore (1 - A 117 d - I for the 
moment. With (3.5), the action of S2 on the remaining factors 
becomes 

[S2(1 - A 1171- 117~)-1 ](AI17I-117~) 

+ [S2(1 - A 1171- 117~ )-1 ] S2(A 1171- 117~). (5.8) 

The final factor in the second term is, with (3.2) and the 
definitions of P2 and of S2: 172 above, 

S2(A 1171- 117~) = [(A 1171172- 2) - (A 1171- 117~)] I( 1 - 171- 117~) 
=Al171172-2+AI' (5.9) 

According to (3.6), 

S2(1 - A 1171- 117~ )-1 

= [S2(A 1171- 117~)] 1(1 - A 1171- 117~)(1 - SzA 1171- 117~) 

= (A I171172- 1 +AtJ/(l -AI171-117~)(1 -A I171172- 2) 

so that (5.8) becomes 
(5.10) 

A 1171- 117~ (A 1 + A 1171172- 2)1( 1 - A 1171- 117~)( 1 - A 1171172- 2) 

+ (A 1 + A 1171172- 2)1(1 - A 117117~) 

=(A1 +AI171172-2)1(1-Al171-117~)(I-AI171172-2). 
(5.11 ) 
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The result for 8 25\(1 - A 117d- 1 is (5.11) with the denomina
tor factor (1 - A 117 I) reinstated. Evaluating the other factors 
in (5.6) similarly, we finally obtain theB2 character generator 

828J8~J = 8J828~2' After moving the operators (I + 8;) 
through (I - AJ17J)-1 we are left with 

X(A,17) = [1/(1 - A2172)(1 - A 217 1172- I) 

+ (AI +A I171172- 2)1(1 -A2171172- 1) 

X(1-AI171172-2) 

X(A,17) = P(AJ,17)(I + 82)(1 + 8d(1 - A I17d- 1 

(I + 82)(1 - A2172)-I, 

where 

P(A 3,17) = P18~18J828J + P281838z8J + P3838z83 

(5.14) 

+ A 1171- 1(1 + A d/(1 - A 1171172- 2)(1 - A 1171- I)] 

X[(I-A2172-1)(I-A2171-1172)(1-AI17I) 
+ P4818z8J + Ps8 z8 J + p~J + P7 (5.15) 

X(1-AI171-117~)]-1 (5.12) 

This result agrees, to within a change of basis, with the gen
erator obtained by other methods. I 

and 

PI = 1/(1 -AJ17J- I)(1 -AJ17z- 117J)' 

P2 = P/(I - AJ17I- 117217J- I), 

The principal advantage of this method is that it allows 
us to do the construction in stages. For example, the charac
ter generator for BJ can be written 

PJ = P2/(1 - AJ171173- I), P4 = P2/(1 - AJ17I- 117J), 

X (A,17) = (I + 8J)(I + 82)(1 + 8d(I + 8J)(I + 82)(1 + 8 J) 

X(1-A J17J)-V+82)(I+81) 

Ps = (PJ + A3171- 117JP4)/( I - AJ17117z- 117J), 

P6=Ps/(I-A J17217J- I), P7=P~(1-AJ17J)' (5.16) 

We therefore have the complete A J content. In the next stage 
we move the operators through (I - A 1171)-1 to give 

X(I-AI17rV+82)(1-A2172)-I, (5.13) X (A,17) = Q(A I.AJ,17)(I + 8z)(1 -Az17z)-I, (5.17) 

where the 8; satisfy 8 18 J = 8 J8 1, 8 18 28 1 = 8 28 18 2, and where 

and 

QI = P/(I -AI17I- 1)(1 - A 1171172- I), 

Qz = [P2 + A 1171172- IPI/(I - A 1171172- I)] 1(1 - A 1171- 1)(1 - A 1172173- 2), 

QJ = [PJ + A 1171- IP2/(1 - A 1171- I)] 1(1 - A 1171172- 1)(1 - A 1172173- 2), 

Q4 = [P4 + (A III + 172173- 2)P2 + A 1171172- 1(1 + A I)P/(I - A 1171172- I))/( 1 - A 1172173- 2)] 

X [(I-AI17I-I)(1 -AI172-117~)] -I, 

Qs = Q4/(1 -A I17I- 1172), 

Q6 = [Ps + A 1171- IP4/( I - A 1171- I) + A 1(1 + 172173- 2)(PJ + A 1171- IP2/(1 - A 1171- I)) 

X(I-A I172173- 2)-I]/(I-A I171172- 1)(1 -AI172-117~), 

Q7 = (Q6 +A I171- 1172Qs)l(1 -AI17d, 

Qs = [P~(I - A 1172173- 2) + (Ps [A 1171172- 1/(1 - A 1172173- 2) 

+ A 1172- 117V(1 - A 1172- 117~)] + A 1171- IP4 [1/(1 - A 1172173- 2) 

+ A 1172- 117~)I( I - A 1172- 117~)] I( I - A 1171- 1)1(1 - A 1171172- I) 

+AI(1 +AI)QJ/(I -AI172-117~)]/(1 -A I171- 1172)' 

Q9 = Qs/(1 -A I17d, 

QlO= [P7+Ad l +172173-2)P~(I-AI172173-2) 

+A I171172- 1(1 + AdPs/(1 -AI171172-1)(1-AI172173- 2) 

+A I17I- I(1 +AI)P4/(I-AI17I-I)(I-AI171172-1)(I-AI172173-2)] 

X [(I -AI172-117~)(1 -A I171- 1172)] -I, 

QII = QH!(1-AI17I)' 

(5.18) 

(5.19) 

We now act with our operators on the remaining factor (I - A2172)-1 to obtain the final result for the BJ character generator: 

(5.20) 

2384 J. Math. Phys., Vol. 24, No. 10, October 1983 R. W. Gaskell 2384 



                                                                                                                                    

where 

R 11 = 1, RIO = A 2171- 117V( 1 - A 2171- 117~)' R9 = A 2171172173- 2(1 + 172- 117~ )/(1 - A2171172173- 2), 

Rg = A 2171- 117~ 173- 2(1 + 172- 117~ l[ 1/( 1 - A2171172173- 2) + A 2171- 117V( 1 - A2171- 117~)] I( 1 - A 2171- 117~ 173- 2), 

R7 = A217i 172- 1( 1 + A217.l/(1 - A217i 172- 1)(1 - A2171172173- 2), 

R6 = [A2(1 +A2)(1 +A217.l/(1 -A2171-117~173-2)(1 -A2171172173- 2) 

+ A 2171172- 217;(1 + A217.l/(1 - A217i172- 1)(1 - A 2171172173- 2) 

+ (A 2172- 117; (1 + A2) + A ~ 172- 217; (1 + 1J1- 117~ 173- 2))/( 1 - A 2171- 11J~ 173- 2)( 1 - A2171- 117;)] 1(1 - A21J1172- 217;), 

Rs = [A2(1 + A2)(1 + A21J.)/(1 - A217i172- 1)(1 - A2171172173- 2) + A 2171- 2172(1 + A217.)/(1 - A2171- 117~173- 2)(1 - A2171172173- 2) 

+ A ~ 1J1- 31J~ (1 + 172- 117;)I( 1 - A 2171- 117~ 1J3- 2)(1 - A 21J1- 117;) ]/(1 - A2171- 21J2 ), 

R4= [A2(1 +A2)(1 +A21J.l/(I-A2171-117~173-2)(I-A21711J2173-2)(1-A2171172-217;) 

+ A 2171172- 217W + A2171)1(1 - A21Ji172- 1)(1 - A21J1172173- 2)(1 - A2171172- 217i) 

+ A 2172- 117W + A2 + A 2172- 11JW + 171- 117~ 1J3- 2))/( 1 - A2171- 117~ 1J3- 2)( 1 - A2171- 117i)( 1 - A 2171172- 217;) 

+(1 +A2)(1 +A2171)/(1-A217i172-1)(1-A2171172173-2)(1-A2171-2172) 

+ A 2171- 117~ 1J3- 2(1 + A2171)1( 1 - A 2171- 11J~173- 2)( 1 - A21J1172173- 2)( 1 - A2171- 2172 ) 

+ A2171- 1172(1 + 172- 117; )/( 1 - A 2171- 117~ 1J:i- 2)( 1 - A 2171- 11J;)( 1 - A 2171- 2172)] 

XA 2171- 11J2- 117; I( 1 - A2171- 11J2- 11J~), 

R3 = [A 2171173- 2( 1 + A 2)1( 1 - A2171- 117~173- 2)( 1 - A 2171172173- 2) 

+ A ~ 17~ 172- 1173- 2/( 1 - A217i 172- 1)( 1 - A2171172173- 2) + A ~ (1 + A2)1( 1 - A 2171- 11J~ 1J3- 2)( 1 - A 2171- 11J~)] 

X(l +171- 1172)(1 +1J2-11J;)I(I-A21J1173-2)(I-A21J1172-217;), 

R2 = [A 21J1173- 2(1 +A2)(1 + 1J1-1172)1((I-A21JI-I17~173-2)(1 -A21711721J3- 2)(1 -A2171173- 2)(1 -A21J1172-217~)) 

+A ~17f172-1173-2(1 + 171- 1172)1((1 -A217i172- 1)(1 -A21711721J3- 2)(I-A21711J3- 2)(1 -A2171172- 217i)) 

+A~(l +A2)(1 +17I-I172)1((I-A21J1-117~173-2)(I-A2171-I17i)(1-A21J11J3-2)(1-A21J1172-217i)) 
+ (1 + A2)( I + A 21J2- 117;)1(( 1 - A 2171- 117~ 173- 2)( 1 - A 2171172173- 2)( 1 - A 21J1- 1172- 11J;)( I - A 2171172- 217i)) 

+A21Ji1J2- 1(1 +A21J2- '17i)l((I-A217i172- ' )(1 -A21711721J3-2)(I-A2171-1172-I17i)(1 -A2171172- 217i)) 

+ A 2171- 117i(1 + A2)(1 + A2172- 117i)l((1 - A21Jl- 117~173- 2)(1 - A2171- 117i)(1 - A2171- 1172-117i)(1 - A2171172- 217i)) 

+A2(1 + 1Jl)1((I-A217.-117~173-2)(1-A2171172173-2)(I-A21J1-1172-117~)(I-A2171-2172)) 
+ A 2171- 2172( I + 171)1(( I - A 2171- I1J~ 1J3- 2)( I - A21J1- 117i)( I - A21Jl- I1J2- 117~)( 1 - A 21J1- 2172 )) 

+ A ~ (I + 17.)( I + 17i 172- 1)1(( 1 - A217i 172- 1)( I - A21711J21J3- 2)( I - A21Jl- 1172- 117~)( I - A 2171- 2172))] 

XA 2171- 11721J3- 2( 1 + 172- I1J;)I( I - A2171- I1J21J3- 2), 

R 1 = [A 2171173- 2(1 + A 2)( I + 171- I1J2)( I + 172- I1J~ )/((1 - A 21J 1- 117~ 173- 2)( I - A 21J 1172173- 2)( I - A21J I1J3- 2( I - A z17I1J2- 21J;)) 

+ A ~ 17f 172- 1173- 2( 1 + 171- 1172)( 1 + 172- 117i )1(( I - A 217i 172- 1)( I - A2171172173- 2)( 1 - Az1711J3- 2)( I - A 21711J2- 217i)) 

+AW +A2)(1 + 171- 117z)(1 +172-117i)/((1-Az171-117~173-2)(I-A2171-117;)(I-A21J11J3-2)(I-Az171 172- 217i)) 

+ (I + Az)( 1 + A z17l- 1)( I + A ~ 17.)/(( I - A 2171- 117~ 173- 2)( I - A z1711721J3- 2)( I - A2171- 1172- 117i)( I - A 2171172- 217;)) 

+ A 217i 1J2- 1( I + A 2171- 1)( I + A2172- I1J; )1(( I - A217i 1J2- 1)( 1 - A2171172173- 2)( 1 - A 21J 1- 1172- I1J;)( I - A2171172- 217i)) 

+ A 2172- 117; (I + A2)( I + A2171- 1)( 1 + 1Jl- 1172)1(( 1 - A 21Jl- I1J~ 1J3- 2)( 1 - A 2171- 117;)( I - A2171- 1172- 117;) 

X(I-A 21J11J2- 217;)) +A ~171-117~173-2(1 + 171)(1 +A2171-I)I((I-A2171-11J~1J3-2)(I-A21J1172173-2) 

X(I -A21J1-1172-117;)(I-A2171-2172)) +A2171- 2172(1 + 171)(1 +A2171- 1)/((1 -A2171-117~173-2)(1 -A2171- 117;) 

X (I - A 2171- 1172- 117;)( 1 - A 2171- 21J2 )) + A2( I + A 2)( I + A2171- 1)( I + 1J 1)/(( 1 - A 21Ji 172- 1)( I - A 217 1172173- 2) 

X (I - A 21J1- 11J2- 117;)( I - A2171- 2172))] A 2172- I/( 1 - A 21J2- 1)( I - A2171- 1172173- 2). (5.21) 

This method not only simplifies the construction, it also ex
presses the character generator in a relatively compact form. 
If Eq. (5.20) were written out, the result would have 127 
terms, each with 12 denominator factors and a polynomial 
numerator. 

6. DISCUSSION 

Equation (4.3) provides a powerful method for the con
struction of character generators. However, its usefulness 
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I 
may be questioned since for higher rank groups these genera-
tors may simply prove too long to write down. This is evident 
from a comparison of the B2 and B3 character generators 
which were constructed in the last section. Nevertheless, this 
new form may prove useful as a starting point for the con
struction of other generating functions. There is some prece
dent for this hope: The construction of the generating func
tion for the G2 Clebsch-Gordan series9 used as its starting 
point the Weyl form of the character generator discussed in 
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Sec. 2 rather than the positive definite form. In this way, the 
explicit Weyl symmetry could be used to simplify the prob
lem. 

One obvious application of Qur character formula is the 
testing of other generating functions. Such generating func
tions enumerate the irreducible representations of a group 
which are contained in some infinite set of reducible repre
sentations. If G (A,B ) is such a generating function, with the 
exponents of A labeling the reducible representation and the 
exponents of B labeling the irreducible representations, and 
if X (A, 1]) is a generating function for the characters of the 
reducible representations, then 

(6.1) 

It is particularly straightforward to set up a recursive com
puter program to calculate the right-hand side of this expres
sion numerically, so we can easily test the validity of the 
expression for G (A,B). This procedure uses the relationship 

(J + S;)F(1]po .. ,1];, ... ,1]I) 

= (1 - p;)-I [F(1]" ... ,1];ip;, ... ,1]I) - p;F(1]I, ... ,1];, ... ,1],)]. 
(6.2) 
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It has been used to test the validity of Eqs. (5.21) and also to 
verify a generating function for F4 -::JB4 branching rules. 10 

'J. Patera and R. T. Sharp, Lecture Notes in Physics (Springer-Verlag, New 
York, 1979), Vol. 94. 

'R. P. Stanley, "The character generator ofSU(n)," 1. Math. Phys. 21, 2321 
(1980). 

lR. C. King, 'The character generator ofSp(2k )," c. R. Math. Rep. Acad. 
Sci. Can. 3,149 (1981). 

4K. Baclawski, "Character-generators for unitary and symplectic groups," 
preprint, Haverford College, 1981. 

'R. C. King and N. G. I. EI-Sharkaway, "The character generators of 
SO(2k ) and SO(2k + 1 )," C. R. Math. Rep. Acad. Sci. Can. 4, 299 (1982). 

"H. Weyl, Math. Z. 23 (1925), reprinted in H. Weyl, Selecta (Birkhauser-
Verlag, Basel, 1956). 

7C. T. Benson and L. C. Grove, Finite Reflection Groups (Bogden and Quig
ley, New York, 1971). 

'B. G. Wybourne, Classical Groups/or Physicists (Wiley, New York, 19741. 
"R. Gaskell and R. T. Sharp, "G, Van Der Waerden invariant," 1. Math. 
Phys. 23, 2016 (1982). 

lOR. Gaskell and R. T. Sharp, in preparation. 

R. W. Gaskell 2386 



                                                                                                                                    

Character generators for elements of finite order in simple Lie groups 
All A21 A31 821 and G2 a) 

R. V. Moody 
Department of Mathematics, University of Saskatchewan, Saskatoon, Saskatchewan, Canada 

J. Paterab
) 

Centre de recherches de mathematiques appliquees, Universite de Montreal, Montreal, Quebec, Canada 

R. T. Sharp 
Department of Physics, McGill University, Montreal, Quebec, Canada 

(Received 15 October 1982; accepted for publication 18 February 1983) 

Elements of finite order in the compact simple Lie groups SU(2), SU(3), SU(4), Sp(4) or 0(5), and 
G(2) are considered. We provide the characters of the elements on irreducible representations of 
the Lie groups by assigning appropriate numerical values to the variables on which the characters 
of representations of the Lie group depend. In this way we specialize generating functions for the 
characters of the representations of the Lie groups to the generating functions for characters of the 
elements of finite order. Particular attention is paid to rational elements, all of whose characters 
are integers; they are listed and the generating functions for their characters are obtained in a 
simplified form from which the characters can be read. Gaussian elements are also studied in 
detail. Their characters are complex valued with integer real and imaginary parts. 

PACS numbers: 02.20.Qs 

1. INTRODUCTION 

Elements of finite order (EFO) in compact simple Lie 
groups could be a very practical tool in applications of repre
sentations of Lie groups provided the characters of these 
elements in irreducible representations of the Lie groups 
were readily available. With only a few exceptions 1-4 it has 
not been the case until now. In parallel with the development 
of a general computational procedure for the characters of 
EFO in Lie groups5 we describe here an independent ap
proach to the problem exploiting known generating func
tions for characters of representations of the Lie group. In 
this article we consider in detail EFO in the five simple Lie 
groups of types A I,A 2,A3,B2, and G2 or, respectively, SU(2), 
SU(3), SU(4), Sp(4) or 0(5), and G(2). 

The theory of EFO in Lie groups is in its early stage. 
There is no account of the "state ofthe art" in the literature. 
During our work on the general procedure for machine com
putation of the characters ofEFO 5 we found it necessary to 
fill many gaps of the theory. The present article is self-con
tained in what concerns its main objective: providing char
acters for an arbitrary given EFO in one of the five Lie 
groups by means of the corresponding generating function. 
Since characters are invariants under the action of the Lie 
group, we are interested only in conjugacy classes of EFO 
rather than individual elements. 

The generating functions for characters of representa
tions of simple Lie groups, or simply character generators, 
were introduced in Ref. 6 where also the first examples were 
calculated (for the groups A I' A 2, B 2 ). Subsequently more 
efficient combinatorial methods were invented7

-
1J which 

give, in principle, the character generator for any compact 

01 Work supported in part by the Natural Science and Engineering Research 
Council of Canada and by the Ministere de l'Education du Quebec. 

bl Present address: Cal tech, Pasadena, CA 91125. 

Lie group. A character generator is a rational function of 21 
variables, where I is the rank of the Lie group. The first I 
variables are those of the characters. The remaining ones are 
auxiliary variables whose powers, in the power expansion of 
the character generator, indicate irreducible representations 
of the Lie group. The coefficient of each power is precisely 
the character of the representation specified by the power. 
The main idea of our approach is to fix the character varia
bles in such a way that the character of an irreducible repre
sentation of the Lie group is specialized to the character of a 
given EFO. The character generator for representations of 
the Lie group is thus transformed into the character gener
ator of the chosen EFO. 

Perhaps the most interesting EFO are the so-called ra
tional elements whose character values are always rational 
(hence integers). Here we have determined all the specializa
tions of all the rational EFO for the groups A I' A 2' A 3' B2, and 
G2• 

Although this is apparently simply a process of passing 
from the general to the particular, a glance at anyone of the 
character generators, say A3, (2.3), and the corresponding 
table of specializations (Table IV) shows that there is consid
erable simplification in each case. Only in the specialized 
form is it possible to grasp the entire content of the set of all 
character values ofa given EFO (take for example [1212] in 
A3)' As a result we are able to tabulate the complete (finite) 
set of all character values taken by the regular rational ele
ments of our five groups. 

We found that prior to specialization it is very conven
ient to rewrite the character generating functions in such a 
way that all the coefficients appearing are characters (rather 
than simply Weyl invariant expressions). The resulting 
forms are cleaner than the standard ones appearing in the 
literature. 

In Sec. 2 we recall the character generators for the five 
simple Lie groups in a suitable form. In Sec. 3 we specialize 
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them to a general EFO in each group. In Sec. 4 we describe in 
detail the character generators for the elements whose char
acters take only integer values on any representation of the 
Lie group. Gaussian EFO are considered in Sec. 5. The final 
section contains some comments, remarks, and examples. 

2. CHARACTER GENERATORS 
I 

1 2 3 1 2 1 2 
0-0-0 cr. .:=D 

A3 82 G
2 

FIG. I. Coxeter-Dynkin diagrams and numbering of simple roots. 

Here we rewrite the five character generators in a suitable form for our purposes. 
An irreducible representation of G is specified by its highest weight, using the standard conventions and numbering of 

simple roots ofG, as shown in Fig. 1. The character of the representation (AJ, ... ,A./) is denoted by (A I"",A./ ).It is a function of I 
variables which we do not need to specify here. For examples, see Refs. 6--12. 

The A J-character generator, Eq. (1) of Ref. 6, can be rewritten as the rational function 

(2.1) 

where ( I) is the character of the two-dimensional representation (1) of A I' Since the character (0) of the trivial representation 
equals 1, we do not use (0). The coefficient of the power A k in the power series is precisely the character of the A\
representation (k ) of dimension k + 1. 

The Archaracter generator, Eq. (2) of Ref. 6, is 

I-PQ 
(2.2) 

Again in the corresponding power series, the coefficient of the power PPQ q is the character of the A2-representation (p,q). 
The A3-character generator can be inferred from the content of Ref. 13, or computed directly using Ref. 7. It can be 

brought to the form N ID, where 

N=(I-B2)(I-AC+ (01O)ABC+A2B+BC 2 -AB 2C+A2B 2C 2) 

- (001) - (100) B)AB(1 +BC 2) - (100) - (001) B)BC(1 +A 2B), (2.3) 

D = (1 - (100) A + (010) A 2 - (001) A 3 + A 4) 

X [1 - (010) B + (10 I) B 2 - ( 200) + (002») B 3 + (101) B 4 - (010) B 5 + B 6] 

X(l - (001) C + (010) C 2 
- (100) C 3 + C 4

). 

Here the coefficients (A )"1.:03) are the characters of representations (A \A:03) of A 3' 

The B2-character generator, Eq. (3) of Ref. 6, can be written as 

(1 +B)(1 +A2B)- (OI)AB 

[1 +A4_ (OI)(A +A 3)+(1 + (1O»)A2][1 +B 4 +(I- (10»)(B+B 3 )+(I- (10) + (02»)B2]' 

The coefficient of the term A a B b in the power expansion of (2.4) is the character of the representation (b, a) of B 2 • 

The last character generator we need is that of G2 ofEq. (4) of Ref. 12. It can be brought to the form N ID, where 

N = 1 + A 4B 4 + A + A 3 B 4 + (1 + (1O»)(B + A 4B 3) + (1 - (20) )(AB + A 3 B 3) 

+ (1 + (1O»)(B2 +A 4B2) + (1 + (OI))(A 2B +A 2B3) - (20) + (01))(AB 2 +A 3B2) 

+B 3 +A 4B+(I- (1O»)(A 3B+AB 3)+(11) + 2(10»)A 2B2, 

D = [1 +A 6 + (1 - (1O»)(A +A 5) + (1 + (OI))(A 2 +A 4) + (01) - (10) - (20»)A 3] 

x[1 +B 6 +(1 + (10) - (01))(B+B 5 )+(2- (11) + (30»)(B2+B4) 

+ (1 + (10) - 2 ( 0 I) + (30) - (02») B 3] . 

I 

(2.4) 

(2.5) 

3. CHARACTERS OF ELEMENTS OF FINITE ORDER generator these fixed values of the characters, one gets the 

The character generators of Sec. 2 generate characters 
of all elements of the simple Lie group G on all its irreducible 
representations. Each character generator contains as coeffi
cients the characters of a few lowest representations of the 
group. These character-coefficients are functions of I contin
uous variables. Choosing a particular element x of the group 
is equivalent to fixing the character variables. Consequently, 
substituting for the character-coefficients in the character 
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generator of characters ofthe element x on irreducible repre
sentations of G. 

A convenient way to specify an EFO was introduced by 
Kac3

: the sets s = [so, s\, ... ,s/] of relatively prime nonnega
tive integers are in one-one correspondence with the conju
gacy classes of EFO in G. These numbers are thought of as 
being attached to the extended Dynkin diagram, where the 
extension is the Oth node of the diagram. 

Below we particularize the general properties5 of ele-
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ments of finite order and their characters to the cases under 
consideration. 

The order of the EFO designated by s is N = MC ac
cording to 

M 

I 

L Sk 
k=O 

So +s. + 2s2 

So + 3s. + 2sz 

C 

(I + I)/gCdct. iso I + I) 
2/gcd(2, s.) 

1. 

(3.1) 

The EFO has within its conjugacy class a unique diag
onal representative which acts on any weigh t space VA of the 
weight A = ~~ = • Ci a i of any representation of Gas 

V-eXp(21Ti(A,S)lM)v, v EVA, (3.2) 

where (A,S) is evaluated through 

(ai's) = So i = I, ... ,/. (3.3) 

Here ai' i = 1,2, ... ,1 are the simple roots ofG. 
The character ofthe element s = [so,s .",stJ in the repre

sentation (A ., ... ,AI) is denoted by (A., .. ·,AI) SoS, .•. s,' Whenever 
no ambiguity can arise, we omit the subscripts SoS ."'SI' The 

character of s can readily be calculated5 for representations 
of small dimension using (3.2) and (3.3). This allows one to 
calculate, for instance, the few characters of a general EFO 
which occur as coefficients in the character generators. In 
particular, one finds the following: 

(1) = erris,IM + e-rris,IM = 2 cos 1Ts.IM 

of A., 
(10) = (01) * = e2rrilZs, + s,1/3M 

(3.4a) 

+ e21Til - s, + s,1/3M + e - Z1Ti(s, + 2s,I/3M 

(3.4b) 

ofAz, 

(100) = (000* 
= erri(3s, + 2s, + s,I/2M + e1Ti( - s, + 2s, + s,)/2M 

+ erri( - s, - 2s, + s,I/2M + e - 1Tils, + 2s, + 3S,I12M, 

(3.4c) 

(010) = e 1Tils , + 2s, + s,I/4M + errils, + s,I/4M + errils, - s,)/4M 

+ e - rri(s, - s,I/4M + e - rri(s, + s,I/4M + e - rri(s, + 2s, + s,)/4M, 

(200) = (002) * 
= (100)2 - (010), (101) = (100)(001) - I 

TABLE I. List of all rational elements of finite order in the simple Lie groups of types A" A2, A 3' B2, and G2. The full order of each element is given in column 
N. The last column contains the character-coefficients needed in the character generators. They are calculated from (3.4). 

A, A2 

Rational Rational 
element N (I) element N (10) 

(10) I 2 (100) I 3 
[01) 2 -2 [011) 2 -I 
[12) 3 -I (III) 3 0 
(II) 4 0 [211) 4 I 
(21) 6 I [411) 6 2 

A3 B2 G2 

Rational Rational Rational 
element N (100) element N (10) element N ( 10) (01) 

[10001 I 4 (100) I 5 (100) I 7 14 
[0101) 2 0 [001) 2 -3 [001) 2 -I -2 
[001O} 2 -4 [OIOJ 2 5 [OIOJ 3 -2 5 
[IIOI} 3 I (101) 3 -I [101) 3 I -I 
(l020) 3 -2 (l20J 3 2 [201] 4 3 2 
(I 0 IO} 4 0 (I !OJ 4 I [110] 4 -I 2 
(2101) 4 2 [201J 4 I [401] 6 5 7 
[0121] 4 -2 [021] 4 I [3 !OJ 6 2 I 
(1121) 5 -I (121) 5 0 (III J 6 -I I 
[0111) 6 -I [01IJ 6 -I [211] 7 0 0 
[20 !OJ 6 2 [2 !OJ 6 2 [311J 8 I 0 
[4101J 6 3 [40IJ 6 3 [112] 8 -I 0 
[2121J 6 0 [221J 6 0 [313] 12 0 -I 
[0\41} 6 -3 [041] 6 3 [114] 12 -1 -1 
[I Ill] 8 0 [Ill] 8 -I 
(2111) 10 I [211) 10 0 
[1212] 12 0 [112J 12 -2 
[6141] 12 I [641) 12 I 
[4161] 12 -I [461] 12 I 
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(10) = 1 + 4 cos!!... (SI + 282)cos!!... SI' 
M M 

(3.4d) 

(02) = (01)2 - (10) - 1 

of H2 , 

( ) 
21TSI 21T 

10 = 1 + 2 cos -- + 2 cos - (s I + S2) 
M M 

21T 
+ 2 cos - (281 + S2)' 

M 

( ) 
21T 21T 

01) = 1 + (10 + 2 cos -S2 + 2 cos - (3s 1 + S2) 
M M 

21T + 2 cos - (3s1 + 2s2), 
M 

(20) = (10)2 - (01) - (10) - 1, 
(11) = (10)(01) - (20) - (10), 

(3.4e) 

(30) = (10) (20) - (11) - (10) - (20) - (01), 

(02) = (01)2 - (30) - (20) - (01) - 1, 

ofG2• 

Upon substitution of the character-coefficients of (3.4) 
into the character generators of Sec. 2, one gets the genera
tors of characters of EFO in irreducible representations of 
the corresponding Lie groups. There is a wealth of informa
tion contained in these generators, as exemplified in the last 
section. 

4. CHARACTER GENERATORS FOR RATIONAL 
ELEMENTS 

Among the infinity ofEFO in G, a particularly interest
ing finite subset are the rational elements. An element 
[soS I"'S [] in G is called rational if all its characters 
(AI···A[) S,,s, ... s, are rational. (Since these character values are 
algebraic integers they are, in fact, integers.) It follows that 
the character generator for a rational element must have all 
coefficients integer in its numerator and denominator. 
Equivalently, its character values in (3.4) must be integers. 

The rational EFO in the five groups considered here 
were found in Ref. 5. They are reproduced in Table I togeth
er with the characters required as coefficients for the charac
ter generators. Let us consider each of the five groups separa
tely. 

TheA I-character generator, Eq. (2.1), contains the coef
ficient (1) s,,s, only. For all rational elements of A I' these are 
shown in Table I. The character generators for AI-rational 
elements are given in Table II. Let us point out the last three 
of them, corresponding to [12], [II], and [21]. They can be 
rewritten, respectively, as (1 - A )/( 1 - A 3), (I _ A 2)1 

T ABLE III. Character generators for rational elements of Az. 

Rational 
element 

Character 
generator 

(I - PQ )I( 1 - P )'( I _ Q )' 
(I _ PQ)/(I _ p 2 )(1 + P)(I _ Q2)(1 + Q) 
(I-PQ)I(I-P')(I-Q') 
(I - PQ)(I + P)(I + Q)I(I _ P 4 )(I _ Q4) 

TABLE II. Character generators for rational elements of A l' 

Rational Character Distinct character 
element generator values 

[!O) (1 -A )-2 infinitely many 
[01) (I +A )-2 infinitely many 
(12) (1 +A +A 2)-1 ± 1,0 
[II) (I +A 2)-. ± 1,0 
[21) (I-A+A 2)-' ± 1,0 

(1 - A 4), and (I + A )( 1 - A V( 1 - A 6), which makes ob
vious the well-known fact (of Refs. I and 3) that all char
acters of these elements take only three values: ± 1 and O. 

The Az-character generator, Eq. (2.2), requires two co
efficients (10) SoS,s, and (01) 50S,S,' which are complex conju
gate, in general, and therefore equal for the rational ele
ments. Their values are shown in Table I for all rational 
elements of A2. Due to the natural inclusion A2 :J A I speci
fied in terms of representations as (10) :J (1) + (0), and the 
one-to-one correspondence between the rational elements of 
A Zn and A Zn _ I established in Ref. 5, one has 

(10)=(1)+1, (4.1) 

as demonstrated by the corresponding entries in Table I. 
Table III contains the character generators for rational ele
ments of A z. As in the previous case, one finds from the 
character generators of the regular elements [Ill], [211], 
and [411] ofA2 that the characters (..1,1..1,2) III' (AIAz)zll' and 
(..1,1..1,2) 411 take only finitely many distinct values on all irre
ducible representations of A 2• Indeed, expanding the gener
ator, one finds that 

(..1,1..1,2)111= ±IorO, (..1,1..1,2)211= ±IorO (4.2) 

in agreement with Refs. 1 and 3, but also 

(..1,1..1,2)411 = ± 3, ± 2, ± I, orO. (4.3) 

TheA 3-character generator, Eq. (2.3), contains six char
acter-coefficients. However, due to the relations (3.4), only 
two of them are independent on rational (actually, real) ele
ments, say, (100)s,,s,s,5, and (01O)s.,s,s,s,. The 19 rational ele
ments A 3 are in one-to-one correspondence with the 19 ra
tional elements of H2 given by5 

(4.4) 

Due to the inclusion H2 CA 3 and the reductions (100) :J(01) 
and (01OP (10) + (00) of the representations of their H2-con
tent, one has the equality of characters of rational elements 
of A3 and H2 : 

Distinct character 
values 

infinitely many 
infinitely many 
± 1,0 
± 1,0 

[1(0) 
[011) 
(III) 
[211] 
(411] (I - PQ)(I + P)(I + Q)(I + P+ PZ)(I + Q+ Q2)1(1 _ p 6)(1_ Q6) ± 3, ± 2, ± 1,0 
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TABLE IV. Character generators of rational elements of finite order inA3. Notations: n = I - AC +A 2B + BC 2 - AB 2C + A 2B 2C 2 and <I> = AB + BC 
+A2B 2C+AB 2C 2. 

Rational 
element 

[10(0) 
[0101) 
[0010) 
[1101) 
[1020) 
[1010) 
[2101) 
[0121) 
(1121) 
[0111) 
[2010) 
[4101) 
[2121) 
[0141) 
[1111) 
[2111) 
[1212) 
[6141) 

[4161) 

Character 
generator 

[(I + B )(n + 6ABC) - 4<1> j/(1 - A )4(1 - B )'(1 - C)4 
[n - 2ABC J/(I - A 2)2(1 - B4)(1 _ C 2)2 
[( I + B)(n + 6ABC) + 4<1> j I( I + A )4(1 - B )'( I + C)4 
[(I + B)n - <I> j/(1 -A)(I -A 3)(1 + B +B2)(1 - B3)(1 - C)(I _ C 3) 
[(I + B)(n + 3ABC) + 2<1> j I( I + A + A 2)2( I - B )2(1 - B 3)( I + C + C 2)2 
[n + 2ABC j/(1 + A 2)2(1 - B )2(1 - B2)(1 + C 2f 
[(I + B)(n + 2ABC) - 2<1> j/(1 -A )2(1 +A 2)(1 - B)(I + B2f(1 - C)2(1 + C 2) 
[(I + B )(n + 2ABC) + 2<1> j I( I + A )2(1 + A 2)( I - B )( I + B 2f( I + C )2( I + C 2) 
[(I + B)(n +ABC) + <I> HI -A)(I - C)I(I -A ')(1 - B')(I - C') 
[(I + B)n + <I> j/(1 +A)(I +A 3)(1 +B+B2)(I_B3)(1 + C)(I + C 3) 
[(1 + B)(n + 3ABC) - 2<1> j I( I - A + A 2)2(1 - B )2( I - B 3)( I - C + C 2)2 
[(I + B)(n + 4ABC) - 3<1> j/(I-A f(I-A +A 2)(I_B)(I_B+B 2)2(1_ Cf(1- C+ C 2) 
[n + ABC HI-A 2)(1 - C 2)(1 + B + B2)1(1 -A 6)(1 - B6)(1 _ C 6) 
[(I + B)(n + 4ABC + 3<1>))/(1 +A )2(1 +A +A 2)(1 - B)(I - B +B2)2(1 + C)2(1 + C + C 2) 
n 1(1 +A 4)(1 _ B4)(1 + C 4) 
[(I +B)(n +ABC) - <I> HI +A)(I + C)I(I +A ')(I-B')(I + C') 
[n - ABC HI +A 2)(1 + C 2)(1 - B + B2)1(1 +A 6)(1 - B6)(1 + C 6) 
[(I + B)(n + 2ABC) - <I> j(1-A 2 +A 4)(1 +A)(I -A 3)(~;~oBi)(1 +B2) 

x(1 - c 2 + C 4)(1 + C)(I - C 3)1(1 -A 12)(1 _ B 12)(1 _ C 12) 
[(I + B)(n + 2ABC) + <I> HI -A 2 +A 4)(I-A)(1 +A 3)(~;~oBi)(1 + B2) 

x(1 - c 2 + C 4)(1 - C)(I + C 3)/(I -A 12)(1 _ B 12)(1 _ C 12) 

Distinct 
character 
values 

infinitely many 
infinitely many 
infinitely many 
infinitely many 
infinitely many 
infinitely many 
infinitely many 
infinitely many 
± 1.0 

infinitely many 
infinitely many 
infinitely many 
± 1.0 

infinitely many 
± 1.0 
± 1.0 
± 1.0 
±4.±3.±2.± 1.0 

± 4. ± 3. ± 2. ± 1. 0 

(100) s,,s,s,s, = (01) S,,s,s, ' 

(010) s"s,s,s, = (10) s,,s,s, + 1. 

(4.5) 

(4.6) 

In Table I we have shown only one of the two equal char
acters of rational elements. The character generators of all 
19 rational EFO of A3 are given in Table IV. 

The G2-character generator, Eq. (2.5), contains the coef
ficients (10) s"s,s, and (01) s"s,', given in Table I. The genera
tors for characters of rational elements of finite order in G2 

are given in Table VI. 

The B2-character generator, Eq. (2.4), contains two in
dependent coefficients: (10) s"s,s, and (01) '"s,',' The first one 
is given in Table I, the second is found from (4.5) in the A3 
part of Table I. All 19 character generators for rational ele
ments of B2 are given in Table V. 

The last columns in Tables II-VI contain the character 
values for a given element whenever their number is finite. 
One notices that the set of distinct character values is finite 
precisely for the regular EFO in any simple Lie group.5 It 
was shown in Ref. 3 that the set of character values of nonre
gular EFO is unbounded. Let us be reminded here that an 
EFO is regular iff its centralizer in the Lie group is of mini-

TABLE V. Character generators for rational elements of B2• 

Rational 
element 

[1(0) 
[001) 
[010] 
[101] 
[120] 
[110] 
[201] 
[021] 
[121] 
[011] 
[210] 
[401] 
[221] 
[041] 
[111] 
[211] 
[112] 
[641] 
[461] 

2391 

Character 
generator 

[(I +B)(I +A 2B) - 4AB j/(1 -A )4(1_B)4 
(I + A 2 B)I(1 - A 2)2(1 + B )3 
[(I +B)(I +A 2B) + 4AB j/(1 +A )4(1- B)4 
[(I +B)(I +A 2B) -AB j/(I-A )(I-A 3)(1 +B +B2)2 
[(I +B)(I + A 2B) + 2AB }/(I +A +A 2)2(1 - B3)(1 -B) 
(1 + B )( I + A 2 B )/( I + A 2)2(1 _ B 2)2 
[(I + B)(I +A 2B) - 2AB j/(1 +A 2)(1 -A )2(1 +B2) 
[(I + B)(I +A 2B) + 2AB }/(I-A 2)(1 +A f(1 +B2)2 
[(I + B)(I +A 2B) +AB HI -A )(I-B)/(I-A ')(1 -B') 
[(I + B)(I +A 2B) +AB }/(I +A)(I +A 3)(1 + B+B2f 
[(I + B)(I +A 2B) - 2AB j/(1 -A +A 2)2(1 +B + B2)(I_B)2 
[(I + B)(I +A 2B) - 3AB j/(1 -A )2(1-A +A 2)(1 _B+B2)2 
(I -A 2)(1 +A 2B)/(I_A 6)(1 + B 3) 
[(I +B)(I +A 2B) + 3AB j/(l +A )2(1 +A +A 2)(1 - B+B2f 
(I + A 2B)(1 - B)I(I + A 4)(1 _ B4) 
[(I + B)(I +A 2B) -AB HI +A )(I-B)I(I +A ')(1 -B') 
(I-B)(I +A 2B)(1 +A 2)(I_B + B2)1(1 +A 6)(I_B 6) 
[(I + B)(I +A 2B) -AB HI +B2)(1 +A )(1 -A 3)(1 -A 2 +A 4)/(1 -A 12)(1 +B 6) 
[(I + B)(I +A 2B) +AB HI +B 2)(I_A )(1 +A 3)(1 -A 2 +A 4)1(1 -A 12)(1 + B 6) 

J. Math. Phys., Vol. 24, No.1 0, October 1983 

Distinct character 
values 

infinitely many 
infinitely many 
infinitely many 
infinitely many 
infinitely many 
infinitely many 
infinitely many 
infinitely many 
± 1,0 

infinitely many 
infinitely many 
infinitely many 
± 1.0 

infinitely many 
± 1.0 
± 1.0 
±2.± 1.0 
± 2. ± 1.0 
±2.± 1.0 
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TABLE VI. Character generators ofrational elements of finite order in G2• 

Rational 
element 

[100] 

[001] 

[010] 

[101] 

[201] 

[110] 

[401] 

[310] 

[111] 
[211) 
[311] 
[112] 
[313] 
[114] 

Character 
generator 

II + A + 8B - 2MB + 8B 2 + ISA 2 B _ 41AB 2 + B 3 _ 6A 3 B + 78A 2 B 2 _ MB3 + A 4B _ 41A 3 B 2 
+ ISA 2B3 + SA 4B2 _ 26A 3B3 + SA 4B 3 +A 3B 4 +A 4B4]/(I_ A )6(1 _ B)6 
11 +A - 2AB - A 2B _AB2 + B3 + 2A 3B - 2A 2B2 + 2AB 3 +A 4B -A 3B2 -A 2B3 - 2A 3B3 +A 3B 4 +A4B4]/ 

(I + A )2( I - A 2f( I + B 1'( I - B 2)2 

11 + A - B + AB - B 2 + 6A 2 B _ SAB 2 + B 3 + 3A 3 B _ 4A 2 B 2 + AB 3 + A 4B _ SA 3 B 2 + M 2 B 3 _ A 4B 2 
+A 3B3 _A 4B 3 +A 3B 4 + A 4B4]/(1 +A +A 2)3(1 _ B)6 
II +A + 2B +AB + 2B2 +AB2 + B3 +A 4B +A 3B2 + 2A 4B2 +A 3B3 + 2A 4B 3 +A 3B 4 +A 4B4]/ 
(I_A 3 )2(1 +B+B2)3 
II + A + 4B - 2AB + 4B 2 + 3A 2 B - AB 2 + B 3 _ 2A 3 B + M 2 B 2 _ 2AB 3 + A 4B _ SA 3 B 2 
+ 3A 2B3 + 4A 4B2 _ 2A 3B3 + 4A 4B 3 +A 3B 4 +A 4B4]/(1 +A 2)2(I_A 1'(1 + B)2(1 + B2)2 

11 + A + 2AB + 3A 2B - AB 2 + B 3 + 2A 3 B _ 2A 2B 2 + 2AB 3 + A 4B _ A 3 B 2 + 3A 2B 3 + 2A 3 B 3 + A 3 B 4 + A 4B 4]/ 
(I +A)2(1 +A2f(1 +B 2)2(I_B)2 
II + A + 6B - 11AB + 6B 2 + SA 2B + 19AB 2 + B3 - 4A 3B + 2SA 2B 2 _ 4AB 3 + A 4B _ 19A 3B 2 
+ SA 2B3 + 6A 4B2 _ 11A 3B3 + 6A 4B 3 +A 3B 4 +A 4B4]/(1 -A_+A 21'(1 -A )2(1 + B2 + B4)(1 - B + B2) 
II + A + 3B + AB + 3B 2 + 2A 2 B - AB 2 + B 3 _ A 3 B + 4A 2 B 2 + A 4B _ A 3 B 2 + 2A 2 B 3 
+ 3A 4B 2 +A 3B3 + 3A 4B 3 +A 3B 4 +A 4B4]/(1 -A + A 2)2(1 +A +A 2)(1 _ B2)2(1 + B)2 
II-A + B -A 4B +A 3B2 -A 4B2](1_ B2)1(1 -A 6)(1 _ B 6

) 

II-A 2 +AB-AB2 + A 2B2 - B4 -A 'B +A 3B' -A 4B 3 +A 4B4 -A 3B' +A 'B'J/(I - A 7)(1 _ B7) 
(I + A - B3 _AB2 +A 2B -A 2B3 +A 4B -A 4B4 +A 3B2 -A 3B 4](1 -A 2)(1 + B2)1(1-A 8)(1 _ B 8

) 

11 + A 2B +A 3B + B3 +AB 3 -A 2B2 -AB2 +A 3B 4](1 -A)(I +A 2)(1 - B2)/(1 -A 8)(1 _ B 8
) 

(I_A4)(1 +A 3)(1_ B)(I +A 3B)I(I-A 12)(I_B4) 
(1_AB+A2B+A3B_AB2_A2B2+B3+AB3_A2B3+A3B4](I_A)(I_B+B2)(1 +B 4 )/(I_A 6)(1 +BI2) 

Distinct 
character 
values 

infinitely 
many 
infinitely 
many 
infinitely 
many 
infinitely 
many 
infinitely 
many 
infinitely 
many 
infinitely 
many 
infinitely 
many 
± 1,0 
± 1,0 
± 1,0 
± 1,0 
± 1,0 
±2, ± 1,0 



                                                                                                                                    

mal dimension, i.e., the rank. This is equivalent to the condi
tion Si > 0 for all i = 0, ... ,/. 

5. GAUSSIAN ELEMENTS OF FINITE ORDER 

The rational EFO considered in Sec. 4 are undoubtedly 
the most convenient EFO to work with in many cases be
cause of their integer characters. However, for groups with 
complex-valued characters ofEFO, i.e., An, n> 1, D2k + 1, 

k> 1, and E6 , the rational elements have a drawback: they 
take the same character values on pairs of contragredient 
representations. That alone is a motivation to study nonra
tional and/or nonreal EFO. 

Next simplest EFO are those whose characters take val
ues from a quadratic number field. Such a character can be 
written as an integer linear combination of two basis ele-

ments, one of them being 1, and the second containing .JP or 

J - p, where p is a square free integer. Here we are con
cerned with the simplest case: the Gaussian numbers a + ib 
with a,b integer. 

Among the five simple groups considered in this paper 
only A2 and A3 have complex-valued characters. The num
ber of conjugacy classes of Gaussian EFO (more generally 
any EFO of a given quadratic type) is finite in any simple Lie 
group.5 InA2 andA 3 these are shown in Tables VII and VIII 
together with the relevant character coefficients. We call 
EFO Gaussian if its characters are found in the Gaussian 
field and not in its subfield, i.e., rational EFO are not called 
Gaussian. 

The fact that Tables VII and VIII contain all Gaussian 
EFO in A2 and A3 requires a proof. A simple one can be 
given, for instance, in the following way. In Ref. 5 it was 
proven that order N of Gaussian EFO satisfies N = 0 
(mod 4) in any Lie group, and that upper limit N max for N 

TABLE VII. All conjugacy classes of Gaussian EFO in A z and the charac
ter coefficients relevant for (3.4). 

Gaussian element N (01) 

[130] 4 -I +2i 
(\03] 4 -1-2i 
[341] 8 
[314] 8 -i 
(174) 12 -I+i 
(147] 12 -I-i 

equals 12 and 20, respectively, for A2 andA3 . Hence it suf
fices to compute the character coefficients for all EFO with 
N <N max in order to decide which of them are Gaussian. The 
list of EFO is readily compiled using (3.1) and the character 
coefficients are calculated from (3Ab) and (3Ac). 

The Gaussian EFO of Table VII are divided into pairs 
with complex conjugate characters (01). It follows from 
(2.2) that the two EFO of each pair have complex conjugate 
characters on any representation ofA2 • Consequently, it suf
fices to calculate the character generator for one EFO of the 
pair, say the first one, and to find the other by complex con
jugation. Substitution of (01 > into (2.2) and obvious simplifi
cations give the following character generators: 

[130): 

[341 ]: 

[174]: 

I-PQ 

(I + P )( 1 + iP )2( 1 + Q )( 1 - iQ f' 
I-PQ 

(1 + iP)( 1 + iP 2)( 1 - iQ )( I - iQ 2)' 

I-PQ 

(5.1) 

(5.2) 

TABLE VIII. All conjugacy classes of Gaussian EFO in A 3' The last four columns provide information about the character generators as explained in Sec. 5. 

Gaussian Related Phase factor 
element N ( 100) (010) EFO A B C 

(000 I ] 4 4i -6 [1000] -I -i 
[0100] 4 -4i -6 -i -1 
(1012] 4 2i -2 [0121] -i -I 
[12\0] 4 - 2i -2 -I -i 
[3113] 8 1+ i 0 (3113] I 
[I 133] 8 -1 +i 0 -I -i 
(3311) 8 I -i 0 -i -I 
(1331 ] 8 -1-i 0 -I I -I 
[I4\OJ 12 -3i -4 [4101] -i -I 
[1014] 12 3i -4 -\ -i 
(0201J 12 - 2i -3 [10201 -I -i 
(O\o2J 12 2i -3 -i -I 
(1011) 12 0 (llOlJ -1 -; 
(1110) 12 -i 0 -i -I 
[1416] 12 -2 (6141] -I -i 
[1614] 12 -i -2 -i -I 
(1211) 20 -i -I [1121] -I -i 
(1112] 20 -I -i -I 
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The last two EFO are regular; hence they have only finitely many distinct character values. This becomes obvious if the 
character generators are rewritten in an equivalent form: 

[341]: (I-PQ)(I-iP)(I-ip 2)(I-p2)(1 +iQ)(1 +iQ2)(I_Q2) 
(1 _ P 8)( 1 _ Q 8) , 

(5.2/) 

[174]: (I-PQ)(I-P)(1 +p 2)(1 +p 2+P 4)(I_iP_p 2 )(I_Q)(1 +Q 2)(1 +Q2+Q4)(1 +iQ_Q2) 
(l_p IZ)(I_QI2) . 

(5.3/) 

The distinct character values are then found as coefficients of the numerators in (5.2/) and (5.3/) which have been multiplied 
out. Thus the characters of[341] take nine distinct values: 0, ± I, ± i, ± I ± i, and those of [174] take 17 values: 
0, ± I, ± 2, ± 3, ± 2i, ± I ± i, ± 1 ± 2i. 

The first two columns of Table VIII contain similar information about Gaussian EFO inA3' The fifth column of the table 
indicates an EFO related by permutation of the labels Si of the nodes of the extended Coxeter-Dynkin diagram. In all but one 
case the related EFO is a rational one and its character generator is therefore found in Table IV. Only for [3113] the character 
generator has to be newly calculated from (2.3); it is 

[3113]: !(I - BZ)!J - (I - BZ)</> + i(1 + B )(AB - BC +AB 2C 2 -A 2B 2C)J 

X(I +A)(I +iA)(1 +iA 2)(I_B 2)(1 +C)(I-iC)(I-iC z)I(I-A8)(I-B8)(I-C8), (5.4) 

where!J and </> are the same as in Table IV. 
Then the character generators of a Gaussian element are obtained from that of the EFO of the fifth column by multiply

ing its variables A, B, and Cby the phase factors shown in columns 6, 7, and 8, respectively. Thus, for instance, from the 
character generator of the identity EFO [1000] of Table IV one obtains by the substitution A_iA, B_ - B, C_ - iC the 
character generator for the Gaussian element [000 I]: 

!(I - B)(I -AC +A 2B +BC 2 -ABzC +A 2B 2C 2) + 4i(AB - BC -A 2B 2C +AB ZC 2)J 

(I - iA )4(1 + B )S(I + iC)4 
(5.5) 

Consequently the characters of the element [0001] have absolute value equal to the dimension oftheA3-representation, and 
phase equal to one of the fourth roots of 1. The same obviously holds for the characters of the Gaussian element [0100]. Also, 
let us point out that the center of the groupA3 consists of the elements [1000], [0100], [0010], and [OOOll 

In Table VIII there are eight EFO which are regular. 
These elements have only finitely many distinct character 
values in irreducible representations of A 3 . Multiplying out 
the numerators of the corresponding character generators, 
one finds the values each character can take. Namely, the 
following: 

[3113],[1331],[3311],[1133]: 0, ± 1, ± 1 ± i, ± 2, ± 2i, 

[1614],[1416]: 0, ± 1, ± i, ± 2, ± 2i, ± 3, ± 3i, ± 4, ± 4i, 
[1211],[1112]: 0, ± 1, ± i. (5.6) 

6. COMMENTS AND EXAMPLES 

Let us first point out some of the general properties of 
EFO on examples ofEFO in the five simple Lie groups here. 
The character generators make them particularly visible. 

(1) EFO with only real character values. Clearly, in or
der that all characters of a given EFO are real, it is necessary 
and sufficient that the character-coefficients of the character 
generators are real. That is the case for all EFO in A)J B2 , and 
G 2' It is also true for precisely those EFO of A 2 and A 3' which 
are given by [SoSISIJ and [5oS15zSl], respectively. More gener
ally, one concludes that all characters of an element 
[SoSl···S/] E G take their values from the same (cyclotomic) 
number field as do the corresponding character-coefficients. 

(2) In order that [SoSl···S/] is a real EFO in a simple Lie 
group G, it is necessary and sufficiene that (slsz···s/) denotes 
a selfcontragredient representation of the group G. 

(3) There is a one-to-one correspondence between the 
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I 
real EFO of A Z and A I given by 

[soS IS 1]+-+[so,2s 1]1 gcd(so,2s I) (6.1) 

and between the real EFO of A3 and Bz given by (4.4), or, 
more generally, between the real elements of A 2n _ I and 
those of Cn (Ref. 5): 

[SoSl···Sn ' •• SJ+-+[SoSl···Sn l (6.2) 

(4) A1119 rational elements of A4 can be found from 
those of A3 by means of the correspondence with the rational 
EFO's of A3: 

[SoSIS2SI]+-+[SO,sI'! S2'! S2,s1] if S2 is even, (6.3) 

or 

[SoSISzSl]+-+[2so,2sI,sz,sz,2sI] if 52 is odd. (6.4) 

(5) Among the 59 rational elements of As (they were 
found in Ref. 5), 19 can be simply found because of the corre
spondence between the rational EFO's of A4 and As: 

(6.5) 

(6) Consider a pair of simple Lie groups G ::J G', and a 
pair 8 and 8/ of EFO such that 8 E G and 8/ E G / and 8+-+8' 
through one of the relations (6.1 )-(6.5). Then from the reduc
tionA. ::J A. / of representations A. ofG tOA. / ofG' follows the 
equality of characters 

(A. > s = (A. / > s· • (6.6) 

The reduction for most cases of interest is found, for in
stance, in Ref. 14. Examples are, for instance, Eqs. (4.1) and 
(4.4)-(4.6). 
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TABLE IX. Nonzero characters of the two regular Gaussian EFO of A2• At the intersection ofpth column and qth row is the character of the EFO in theA2 

representation (p,q) (mod N), where N = 8 for [341] and N = 12 for [174]. 

[341] 

>\ 0 2 3 4 5 6 

0 -i -1-i -1+i 
1 i 1 -i -1 
2 -1+i 1 -1-i -i 
3 -1-i -1+i 1 + i 1 - i 
4 -i 1- i -1 -1 1 + i 
5 -i -1 i 
6 -I 1 + i 1 - i -i -1 

[174] 

~ 
0 2 3 4 

0 -1-i 1 + i -1-2i 2i 
1 -1+i 1 -1 +i 2 -I 
2 1- i -I-i -I-i -I+i 
3 -I +2i 2 -I+i 3 -I-i 
4 - 2i -I -I-i -I+i -I 
5 2i 2 2 - 2i 
6 -1-2i -I+i -I-i -I +2i 
7 1 + i 1 1- i 1 - 2i 
8 -I-i -I +i -I+i 1 + i 
9 1 1- i -I 1- i 
10 -I 1 + i -I-i 1 + 2i 

(7) One of the obvious applications of characters of 
EFO's is the decomposition oftensor products of representa
tions of the corresponding Lie group. Namely, given the ten
sor product 

k 

tPI®tP2= Ell tPi (6.7) 
i=3 

of representations tP of G, one has the corresponding equality 
of characters 

k 

(SI)X(S2)= L (i), (6.8) 
;=3 

where (Si) is the character of an element S E G on the repre
sentation tPi of G. 

(8) Let us consider the element [10 ... 0] in a simple Lie 
group G. It is the element of order N = M = 1, i.e., the iden
tity element of the group. Consequently, its character in ev
ery representation of the group is equal to the dimension of 
the representation of G. The character generator corre
sponding to it is the generator of dimensions6 of representa
tions of G. In particular, let G be the exceptional simple Lie 
group of type G2• The character generator of the element 
[100) is found in Table VI. The first terms of the power 
expansion are 

1 + 7A + 14B + 64AB + .... (6.9) 

The coefficient of a power A a Bb is the dimension of the irre
ducible representation (ab ) of G2 • 

(9) As the next example consider the two Gaussian EFO 
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5 6 7 8 9 10 

- 2i -1 + 2i 1- i -I+i 
2 -1-i 1 -I-i -1 

-I+i 1 +i 1 + i 1- i 
2 -1- 2i -I-i -I -I+i 
2i 1 + 2i 1- i 1 + i 1- 2i 

- 2i -2 -2 2i 
2i 1 1 + i I-i 1 - 2i 
-2 1- i -3 1 +i -2 1 + 2i 

1 + i 1- i 1 - i -I-i 
-2 1 -2 1 +i -I 1 + i 
- 2i 2i 1- 2i -I+i 1 -i -I 

in A 2 which are regular. Their character generators are given 
by (5.2) and (5.3), and also by (5.2') and (5.3'). Multiplying out 
the numerators of(5.2') and (5.3') one finds the character 
values in all A2 representations (p,q) with p < Nand q < N, 
i.e., N = 8 for [341] and N = 12 for [174]. Comparing the 
degrees of the numerators and denominators one readily 
concludes that (p,q) = (p',q') for p = p' and q = q' 
(mod N). Therefore Table IX contains the characters for all 
representations of A 2 • 

(10) The conjugacy classes determined by [11 ... 1] and 
[21 ... 1] in the adjoint group are the unique classes of regular 
EFOoforder N = h andN = h + 1, respectively, whereh is 
the Coxeter number of the Lie group G. In Ref. 3 it was 
shown that their characters are zero on an irreducible repre
sentation A iff 2(A + p,a)/(a,a) = 0 (mod N) for a root a. 
Here p denotes the half-sum of all positive roots of G. 

(11) Consider the example of the EFO [Iss] in A 2• The 
element is real because s I = S2 and, in general, it is not ration
al. For s > 0 it is regular so that its characters take only finite
ly many distinct values in irreducible representations of A 2• 

One has 

(10) Iss = (01) Iss (6.10) 

for alls. The character coefficient (10) Iss is given in (3.4b). It 
is 

(10)lss = 1 + 2 COS21TS/(2s + 1). (6.11) 

For s = 0 or 1 it is integer. Consequently, the elements [lOO] 
and [11 q are rational. If, however, s> 1, say s = 2, one has 
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(6.12) 

I t follows immediately that every character (A IA2) 122 is of 

the form a + b J5 with a and b integer or half-odd. More
over, the character generator can be brought to the form 

(1 - PQ )( 1 + TP + P 2)( 1 + TQ + Q 2) 
(1 _ p 5)(1 _ Q5) 

(6.13) 

from which it is clear that (A IA 2 ) 122 can take only one of the 
following values: 0, ± 1, ± T. 

(12) The character generators for some of the elements, 
for instance [11] inA I' [011] inA 2, or [lOlOJ and [1001] inA3 
can be interpreted as generators of signatures of represent a
tions of the noncompact real forms SU(l,l), SU(2,1), or 
SU(2,2) and SU(3,1) of the corresponding groups. An inde
pendent computation of these signatures can be found in 
Ref. 15. 

(13) Finite subgroups of Lie groups are of considerable 
interest in mathematics and, in a different way, also in phys
ics. By definition, any finite group F consists of EFO. If one 
has F C G, where G is a Lie group, it should be possible to 
identify elements of Fwith certain elements of G. However, 
here we have studied only G-conjugacy classes of EFO; 
therefore only the G-conjugates of elements of F can be iden
tified in our description (for instance, by the values of their 
characters in sufficiently many representations of G). To 
construct actual nonabelian finite subgroups of Lie groups is 
a problem which has no known general solution in math
ematics, although simple particular cases can undoubtedly 
be solved. 
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Special properties of the irreducible representations of the proper Lorentz 
group 
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It is shown that the finite- and infinite-dimensional irreducible representations (Jo, c) of the proper 
Lorentz group SO(3, 1) may be classified into the two categories, namely, the complex-orthogonal 
and the symplectic representations; while all the integral:io representations are equivalent to 
complex-orthogonal ones, the remaining representations for whichjo is a half-odd integer are 
symplectic in nature. This implies in particular that all the representations belonging to the 
complementary series and the subclass of integral:io representations belonging to the principal 
series are equivalent to real-orthogonal representations. The rest of the principal series of 
representations for whichjo is a half-odd integer are symplectic in addition to being unitary and 
this in turn implies that the D j representation ofSO(3) with half-odd integralj is a subgroup 
ofthe unitary symplectic group USp(2j + 1). The infinitesimal operators for the integral:io 
representations are constructed in a suitable basis wherein these are seen to be complex skew
symmetric in general and real skew-symmetric in particular for the unitary representations, 
exhibiting explicitly the aforementioned properties of the integral:io representations. Also, by 
introducing a suitable real basis, the finite-dimensional (Jo = 0, c = n) representations, where n is 
an integer, are shown to be real-pseudo-orthogonal with the signature (n(n + 1 )/2, n(n - 1 )/2). In 
any general complex basis, these representations (0, n) are also shown to be pseudo-unitary with 
the same signature (n(n + 1)/2, n(n - 1)/2). Further it is shown that no other finite-dimensional 
irreducible representation ofSO(3,1) possesses either of these two special properties. 

PACS numbers: 02.20.Qs, 02.20.Rt 

I. INTRODUCTION 

It is well known that the self-representation D !I of the 
proper Lorentz group SO( 3,1) is complex orthogonal in Min
kowski coordinates with x4=ict. One also knows 1.2 that 
SO(3,C) is isomorphic to SO(3,1), which means that the re
presentations DOl and D 10 are also equivalent to complex
orthogonal representations. In other words, the representa
tion matrices (D ) of the irreducible representations D !I, D 01, 

and D 10 of SO(3, 1) are known to satisfy the relation 

(1.1) 

in some suitable basis, where jj is the transpose of D and E is 
a unit matrix of the appropriate dimension. On the other 
hand, if D is a complex unimodular matrix of two dimen
sions belonging to the group SL(2,C) which provides the 
D 10 (orD 01) representation of SO(3, 1), we also have the simi
lar result3 that 

- ( 0 DGD=G= 
-1 

1) 
O' (1.2) 

This simply means that the SL(2,C) representation ofSO(3, 1) 
is symplectic (see anyone of the Refs. 4--8 for the definition of 
the symplectic groups). 

In a notation9
-

11 that is most convenient for describing 
both the finite- and infinite-dimensional representations of 
SO(3, I), where each irreducible representation is character
ized by an index pair (Jo, c), wherejo is a positive integer or a 
half-odd integer and c is an arbitrary complex number, the 
above-mentioned results would mean that the self-represen-

-) Fonnerly Professor of Theoretical Physics, now retired from service. 

tation (0,2) and the representations (1,2) and (1, - 2) of 
SO(3, 1) are equivalent to complex-orthogonal ones whereas 
the representations (~, ~) and (~, - 1) are symplectic. 

In this paper we show that all the representations (Jo, c) 
of so (3,1), both finite- and infinite-dimensional, are equiva
lent either to symplectic or to complex-orthogonal representa
tions. 

In the rest of this section, we give a very brief descrip
tion of the irreducible representations (Jo, c) of SO(3, 1) for 
the sake of completeness and to fix the notation followed in 
this paper. The carrier space B (Jo, c) ofthe irreducible repre
sentation (Jo, c) of the proper Lorentz group is characterized 
by the nonnegative integral or half-odd-integral number jo 
and may be analyzed9

-
11 as the direct sum of a sequence of 

finite-dimensional subspaces M j • The positive number j des
ignating the subspace ~ is called its weight and is also either 
integral or half-odd-integral withjo. Each of these Mj is in
variant with respect to the irreducible representation D j of 
the subgroup of rotations and occurs exactly once in the 
decomposition of B (Jo, c) into a direct sum of subspaces so 
that 

B (Jo, c) = ~o +~o + I +Mjo + 2 + ... , (1.3) 

wherejo is the smallest of the weights participating in the 
irreducible representation (Jo, c). If(Jo, c) is finite-dimension
al, then the above sequence terminates at some maximum 
weightj = jo + n, n = 1,2,3, .... Otherwise, this sequence is 
nonterminating. If ! S j,m l is a (canonical) basis in M j with 
(2j + 1) basis vecotrs corresponding to m = - j, 
- j + 1, ... ,j - I,j, then the whole space B (Jo, c) is spanned 

by the set of all vectors Sj,m' wherej =jo,jo + I,jo + 2, ... , 

~397 J. Math. Phys. 24 (10). October 1983 0022-2488/83/102397 -07$02.50 © 1983 American Institute of Physics 2397 



                                                                                                                                    

and m = - j, - j + 1, ... ,j - l,j, and we shall refer to this 
basis as the s-basis in B Vo, c). 

The six basic infinitesimal generators of a representa
tion of SO(3, 1) satisfy the commutation relations 

[Ala)' Alii)] = - [Blal' BUl)] = Ea pyAlY) ' 

(1.4) 

[AlaI' B(p)] = EapyB(yl' 

where the Greek suffixes a,,8, yrange over 1,2,3, and EaPy is 
the usual antisymmetric permutation symbol. The operators 
Ala) ==AI py) (a,,8, y cyclic) correspond to spatial rotations in 
the x p -xy plane and the B(a)-B(a4) correspond to boosts in 
the x a 

_X4 plane of the Minkowski space-time spanned by 
coordinates Xl~, x 2 y, x 3==z, and x 4=ct. The general so
lution ofEqs. (1.4), corresponding to an irreducible represen
tation Uo, c), wherejo is a positive integral ofhalf-odd-inte
gral number and c is an arbitrary complex number as already 
mentioned, is given in the canonical s-basis ISj,m J by the 
formulas9

-
11 

( 1.5) 

H3S j,m = ms j,m , 

F ± Sj,m = ± IU + m - I)U + mjj1 /2Cj sj _ l,m± I 

- IU ± m + I)U + m)J 1/
2AjS j,m ± I 

± I U ± m + I)U ± m + 2 W 12
Cj + I S j+ I,m ± 1> 

(1.6) 

F3S j,m = IU-mj(j+m)j1l2CjSj_I,m -mAjSj,m 

and 

- IU + m + I)U - m + 1)j 1I2Cj+ ISj+ I,m' 

Co=o, 

(1.7) 

(1.8) 

(1.9) 

F ± =(iB(1) +B(2))' F3=iB(3)' (1.10) 

If the numbers jo and c characterizing the irreducible repre
sentation Uo, c) are not simultaneously integral or half-odd
integral, then Uo, c) is infinite-dimensional, and the indicesj 
and m take all the values in the ranges 

m = - j, - j + 1, ... ,j - l,j, 

j=jo,jo+ l,jo+2, ... . 
(1.11) 

Ifhowever, c2 = Uo + n)2 for some positive integer n, so that 
jo and c are simultaneously integral or half-odd-integral, 
then the representation Uo, c) is finite-dimensional with m 
and j taking the run of values 

m = -j, -j+ 1, .. ,j-l,j, 

j = jo,jo + l,jo + 2, ... , lei - 1. 
(1.12) 

The dimension of such a finite-dimensional representation is 
given by the formula 

2398 

dimUo, c) = c2 
- j~ = n(2jo + n). (1.13) 

The irreducible representation Uo' c) is unitary if either 
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c is purely imaginary andjo is an arbitrary non-negative 
integral or half-odd-integral number (1.14a) 

or 

c is a real number in the interval ° < lei < 1 and 
jo = 0. (1.14b) 

The unitary irreducible representations corresponding 
to the Eq. (1.14a) are called the principal series of representa
tions and those corresponding to Eq. (1.14b) are called the 
complementary series of representations. The representa
tions characterized by (0, c) and (0, - c) are equivalent. With 
the exception of the trivial one-dimensional representation 
(0,1) all the unitary representations are of infinite dimension. 

II. THE NATURE OF THE IRREDUCIBLE 
REPRESENTATION (jo. c) 

LetD -DUo, c) be a matrix belonging to the irreducible 
representation Uo, c). We now proceed to prove that every D 
satisfies the relation 

DGD=G, (2.1) 

for an appropriate "metric matrix" G, or equivalently that 

iG+GJ=o, (2.2) 

where J is the infinitesimal transformation corresponding to 
D in the sense that D = exp(J). Since every such J may be 
expressed as a linear combination of Ala) and B la ) , it is suffi
cient for this purpose to show that Ala) and B la ) and hence 
their linear combinations F's and H 's given by Eqs. (1.5)
(1.10) satisfy Eq. (2.2) with some specified G. The matrix 
elements in the s-basis corresponding to the operators H +, 

H _, etc., may be easily identified from the relations (1.5) and 
(1.6), and we obtain 

H ± (/, m';j, m) = aU, + m)o/'/>m',m ± I' (2,3a) 

H 3(/, m';j, m) = mO/,jOm'.m, (2.3b) 

F ± (/, m';j, m) = om',m ± I I ± Cjb U, + m)o/,)_ I 

- Aja(j, + m)o/,j ± Cj + I b U, ± m + 2)0/,)+ I j, 
(2.4a) 

F3(/, m';j, m) 

= om'.m I Cjk (j, m)o/.j _ I - mAA'.j 

- Cj+ I k (j + 1, m)o/,j+ I J, 

where we have introduced the notation 

a(j,m)-IU+m)(j-m + IW /2 =a(j, l-m), 

b(j, m)-IU + m)(j + m - l)J 1/2 = b (j + 1, m - 1) 

(2.4b) 

= b (j + 2, m - 2) etc., (2.5) 

k(j, mj-IU + mHj - mW /2 = k(j,'- m). 

It may be observed that the rows and columns of the matri
ces H +, H _, etc., are labeled by pairs of indices so that, for 
example, H3 (/, m';j, m) is the element of the matrix H3 
occurring in the (/, m')th row and the (j, m )th column. 11 

Further, in each pair U, m), the second index m takes the run 
of values - j, - j + 1, ... ,j - l,j. Denoting similarly the 
matrix elements of G in the S -basis as G (/, m' ;j, m) and using 
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it in Eq. (2,2) with I = H 3, we get 

(m' + m)G (j', m';j, m) = 0, (2.6) 

which shows that all elements of G with m' -1= - m must 
vanish so that 

G (j', m';j, m) = Dm" _ m G (j', m';j, - m') 

= Dm" _ m G (j', - m;j, m). (2.7) 

To determine the coefficients of Dm " _ m above, we use the 
remaining operators H +' F3, etc" in Eq, (2,2). In doing so, we 
may observe that it is sufficient to determine 

G (j', m';j, - m') for all m' in its range - f <,m' <f, iff < j, 
and G (j', - m;j, m) for all m in its range - j<m<j, iff> j. 
On using Eq. (2.6) in Eq. (2.2) with I = H +, we get 

om',_m_l{a(j', -m')G(j', -m;j,m) 

+ a(j, - m)G(j', m';j, - m')} = O. (2.8) 

WhenI> j, m = j, and m' = - j - 1, this yields 

G (j', - j;j,j) = 0, for alII> j. (2.9) 

Also, whenf > j, it is not difficult to see that Eq. (2.8) yields 
the general formula 

G ( 
., .) ( - 1)1 - ma(j, - m)a(j, - m - I)···a(j, - j + I)G (j', - j;j,j) 
j, - m;j, m = .,., .,. ' 

a{j, - m )a{j, - m - 1 )···a(j, - j + 1) 
(2.10) 

which, in view of Eq. (2.10), shows immediately that 

G(j', -m;j,m)=O, I>I>lml. (2.11) 

Similarly, whenI < j, we obtain, by setting m' = I and m = -I - I in Eq. (2.S), 

G (j'.j';j, - j') = 0, for allI < j. (2.12a) 

Using this result in the general formula 

_ m') = ( - W - m'a(j', - m')a(j', - m' - l)···a(j', -I + l)G (j'.j';j, - j') , G(j', m';j, 
a(j, - m')a(j, - m' - I) .. ·a(j,I + 1) 

(2.12b) 

which may be obtained from Eq, (2,S), we obtain 

G( " " ') 0 ' " I 'I j, m ;j, - m = , j> j;;;' m . (2.13) 

In view of the remarks following Eq. (2,7), it is easy to ob
serve that Eqs, (2.10) and (2,13) together imply that the coef
ficients of Dm" _ m in Eq, (2.7) must vanish if I -I=j, so that 

G(j', m';j, m) = Dj',jDm" _mG(j, - m;j, m). (2,14) 

To determine the nonvanishing elements G (j, - m;j, m), we 
use the relation 

G(j, -m;j,m)+G(j, -m-I;j,m+l)=O, 

implied by Eq. (2.S) whenj = /, and 

Dm',_m{Cj+lk(j+ I,m)bl,}+1 +mAA'.j 

- Cjk(j, m)Dj',j_l} 

X (G(j, - m;j, m) - G(j', - m;j, m)j = 0, 

(2.15) 

which is obtained by using Eq. (2.14) in Eq. (2,2) with I = F3 
and the property Eq, (2.15) of k (j, m), Whenj' = j + 1, the 
latter relation requires, for all m = - m' lying in the range 
-j<m<j, 

G(j, - m;j, m) - G(j + 1, - m;j + 1, m) = 0, (2.16) 

which shows that G (j, - m;j,m) is independent ofj. The 
general solution of the Eqs. (2.15) and (2.16) may be ex
pressed as 

G(j, - m;j, m) = Zo( - l)m, (2.17) 

where Zo is an arbitrary complex constant. It may be ob
served that only those elements of G appearing in Eq. (2.17) 
are nonzero. Substituting Eq. (2.17) in Eq. (2.14), we thus 
have finally 

G (j', m';j, m) = Zo( - l)mDf,jDm" _ m' (2.ISa) 
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It is easy to check that this G satisfies Eq. (2.2) for the remain
ing infinitesimal operators H _, F +' and F _ also, so that Eq. 
(2.18a) provides the only solution of Eq. (2.2) for the metric 
G. 

i.e., 

Taking the transpose of the matrix G, we observe that 

G (j', m';j, m) G (j, m;j', m') = Zo( - I)m'bj,fbm • _ m' 

=Zo( -It-2mDI,jOm',_m 

= ( - 1)2mG(j', m';j, m) 

(2.19) 

since ( - 1 fm = ( - 1 )2jo for each m. This shows that Gis 
symmetric or skew-symmetric according as jo is integral or 
half-odd-integral, Further, since the G matrix is determined 
only up to a multiplicative constant Zo, we may choose it so 
that G is real both whenjo is integral or half-odd-integral. 
For simplicity, we choose 

Zo = 1, jo integral, 

Zo = i, jo half-odd-integral. 
(2.1Sb) 

The fact that the representation matrices D (jo, c) belonging 
to the irreducible representation (jo, c), withjo half-odd-inte
gral, preserve an antisymmetric G in the sense of Eq. (2.1) 
immediately establishes the following theorm. 

Theorem 1: All irreducible representations (jo, c) o/the 
proper Lorentz group SO(3, 1), corresponding to half-odd-inte
gral jo are symplectic in nature. 

From this it follows in particular that the infinite-di
mensional representations belonging to the principal series 
and having a half-odd-integraljo are symplectic in addition 
to being unitary. 
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In the S-basis, G has the block-diagonal structure 

G = Gjo +Gjo + I +Gjo + z +.", (2.20) 

where the submatrix Gj has elements given by 

Gj(m', m) = Zo( - l)ml5m'._m' - j<.m',m<.j. (2.21) 

[The notation Gj(m',m) stands for the element in the m'th 
row and mth column of the submatrix Gj .] It may be ob
served that whenjo is integral, all the Gj are real-symmetric 
matrices of odd dimension (2 j + I) with elements equal to 
± I appearing along the main antidiagonal. For example, 

we have for j = 2, 

-1 

-1 

Similarly, whenjo is half-odd-integral, all the Gj are real 
skew-symmetric matrices of even dimension (2 j + 1) with . 
elements equal to ± 1 appearing along the main antidia
gonal. For example, we have for j = 3/2 

G3 / 2 = [ : 

- 1 

-1 ] 
So far. we have discussed G with respect to the canoni

cal s-basis only. A change of basis in B (jo. c) evidently 
changes the matrix G. and with an appropriate change of 
basis G may be transformed to have a simpler (canonical) 
form. If 1] =. TS is a transformation from the S -basis to a new 
"1]-basis" in B (jo, c). then the representation matrices 
D = D (jo, c) in the s-basis are transformed into matrices D' 
of the 1]-basis according to 

D' = T-IDT. 1] = TS' (2.22a) 

Therefore, the relation DGD = G implies 

T-ID'TGTD'T- I = G, 

so that we have 

D'G'D' = G', 

where 

G'=TGT 

(2.22b) 

(2.22c) 

is the metric matrix in the 1]-basis. Evidently. the symmetry 
(or skew-symmetry) ofG is preserved under this transforma
tion. 

In the case of a real skew-symmetric G corresponding to 
symplectic representations, a T generated by a sequence of 
elementary transformations 12 may be used (if so desired) to 
throw G into the standard symplectic form 7 

G-G' = (~l ~)+( ~ 1 ~)+.... (2.23) 

On the other hand, in the case of the representations 
(jo' c) which preserve a real symmetric G, i.e .• whenjo is 
integral, a new 1]-basis in B (jo. c) may always be chosen such 
that G is transformed into a unit matrix. To show this expli
citly, we consider a class of basis transformations of the form 
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1]J.m' = T(j'. m';j, m)Sj,m 

= T(j, m;}'. m')Sj,m, (j,j', m, m' all integral), 
(2.24a) 

where the transformation matrix T is given by 

T(j, m;}', m') 

= p(m)(l5m,m' + il5m, _ m' )15j./' (2.24b) 

The complex coefficients p(m) which appear here are defined 
for all m in - j<.m<'j, and are assumed to satisfy the rela
tions 

p(m)p( - m) = ~i( - It+ I, 

p(m)p*(m) =!, 
(2.25) 

(2.26) 

where p*(m) is the complex conjugate of p(m). As a conse
quence of these two properties of p(m). it follows that 

p(m)=i( -It+lp*( -m), 

and this in turn implies the useful relation 

p(m)p*(m - 1) = - ! p( - m)p*( - m + III *. (2.27) 

The defining equations (2.25) and (2.26) do not determine the 
coefficients p(m) uniquely; in fact, a whole family of solu
tions exist for these equaitons. Of these. we may specially 
note the solution 

p(m) =!(l - i)exp(ilml17/2), (2.28) 

for which p(m) p*(m - 1) = ± i/2 according 'as m > a or 
m<.O, 

It may be observed that the transformation given in Eq. 
(2.24) does not mix up the basis vectors belonging to different 
subspacesMj of B (jo, c) because of the factorl5j,/, and hence 
the matrix T may be expressed as the direct sum 

T= ~o+~o+1 +~o+2+"" 
where any submatrix ~ has elements 

T(j. m;j. m')=~(m. m') 

= p(m)[ I5m.m, + il5m, _ m,l, 

(2.29a) 

- j<.m<.j. 
(2.29b) 

Using the property Eq. (2.25) of p(m). it is easy to check that 
the T given by Eq. (2.24b) is unitary. i.e .• 

T(j, m;j", m")Tt(j", m";}', m') 

= Tt(j. m;j", m")T(j", m";}', m') 

= E(j, m;}', m'), 

where 

and 

Tt(j, m;j', m')=T*(j, m;j'm') 

= T*(j', m';j, m) 

(2.30) 

(2.31) 

E(j, m;}'. m')=l5j,J15m,m' (2.32) 

are the elements of the unit matrix E. Similarly, using Eq' 
(2.24b) and (2.22c), it may be checked that the metric matrix 
G' in the new 1]-basis is given by 

G'(j. m;j', m') = E(j. m;j', m'), G' = E. (2.33) 

Therefore, from Eq. (2.22b), it now follows that the represen
tation matrices D ' _D '(jo, c) satisfy (for integraljo only) 

D'D' =D'D' =E. 
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We thus have the following theorem: 
Theorem 2: All irreducible representations (jo' c) of 

SO(3, 1) corresponding to integral values ofjo are equivalent to 
complex-orthogonal representations. 

In particular, for the finite-dimensional representations 
of SO(3, 1) corresponding to jo and c both being integral, the 
above result implies that the group of matrices D (jo, c) is a 
subgroup of the complex-orthogonal group SO(N, C) where 
N = c2 

- j~ is the dimension of the representation. Here we 
may also recall the known result that for N = 3, i.e., c = 2, 
jo = 1, D (1,2) is actually isomorphic to SO(3,C). 

Secondly, we observe that since the transformation Tis 
unitary, all those representations which were unitary in the 
canonical s-basis remain unitary in the 7J-basis also. Com
bined with the property of complex orthogonality in the 7J
basis, this means that all the unitary representations (jo, c) of 
SO(3, 1) corresponding to integraljo, i.e., the entire comple
mentary series and those of the principal series with integral 
jo, are actually real-orthogonal in the 7J-basis. It may be ob
served that this special property is really an extension of the 
known result 13-15 that the (unitary) D j representation of the 
subgroup SO(3) are equivalent to real-orthogonal ones ifj is 
integral. Here it may also be appropriate to note that the 
remaining (unitary) D j representations ofSO(3), corre
sponding to half-odd-integralj, are symplectic by virtue of 
Theorem 1. Hence the matrices of a genuine spinorial repre
sentation D j of the rotation group form a subgroup of the 
unitary symplectic group6.8 U sp(2 j + 1). 

We now proceed to construct explicitly the infinitesi
mal operators A (a) and B (a) corresponding to integral jo in 
the 7J-basis. For this purpose, it is convenient to introduce 
two new sets of coefficients q 1 (m) and q2(m), which are relat
ed to p(m) as follows: 

ql(m) p(m)p*(m - 1) + p( - m)p*( - m + 1), 

q2(m) p(m)p*(m - 1) - p( - m)p*( - m + 1). 

(2.34a) 

(2.34b) 

Using Eqs. (2.27) it is easy to check the following properties 
of ql(m) and q2(m)-

qr( ± m) = - ql( ± m) = ql( + m + 1), 

qf(±m)=q2(±m)= -q2(+m+ 1). 

(2.35a) 

(2.35b) 

Observe in particular that q \ (m) are purely imaginary where
as the q2(m) are real. 

Now, if I is any matrix in the s-basis and I' its image in 
the 7J-basis given by Eq. (2.24), then we have, on using Eq. 
(2.22c), 

I'(j', m';j, m) = p*(m')p(m)l(j', m';j, m) 

+ p*( - m')p( - m)1(j', - m';j, - m) 

+ i p*(m')p( - m)l(j', m';j, - m) 

- ip*( - m')p(m)l(j', - m';j,m). (2.36) 

Transforming the H 's and theF 's using the relation and then 
using Eqs. (1.9), (1.10), and (2.3)-(2.5), we get 

(2.37a) 
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A (l)(j', m';j, m) 

= - !i8/. j ! a(j, m)q\(m)8m'.m - 1 

+ a(j, - m)ql( - m)8m '.m + 1 

- ia(j, m)q2(m)8m,. _ m + 1 

+ ia(j, - m)q2( - m)8m,. _ m _ 1 J, (2.37b) 

A (2)(j', m';j, m) 

= !8/,j! a(j, m)q2(m)8m',m _ 1 

+ a(j, - m)q2( - m)8m "m + 1 

- ia(j, m)ql(m)8m',_m+ 1 

+ ia(j, - m)ql( - m)8m" _ m _ 1 J, (2.37C) 

B (3)(j', m';j, m) = mAA"'j8m " - m 

- i8m',m! Cjk (j, m)8f,j_l 

- Cj+ I k (j + 1, m)8j',j+ I J, (2.38a) 

B (l)(j', m';j, m) 

= !i8m',m _ I! q\(m)Aja(j, m)8f,j 

+ q2(m)[~b (j, m)8/,j_1 

+ Cj + Ib(j, - m + 2)8/,j+ 1] J 

+ !i8m',m + 1 !ql( - m)Aja(j, - m)8/,j 

+q2( -m)[Cjb(j, -m)8/,j_l 

+ Cj+ Ib(j, m + 2)8/,j+ 1] J 

+ ~8m" _ m + 1 ! q2(m)Aj a(j, m)8/J 

+ q\(m) [Cjb (j, m)8/,j _ 1 

+ Cj + Ib(j, - m + 2)8j',j+ 1] J 

- !8m" _ m _ , ! q2( - m)Aja(j, - m)8j',j 

+ ql( - m)[Cjb (j, - m)8/,j_l 

+ Cj + Ib(j, m + 2)8fj+ 1] J, 
B (2)(j', m';j, m) 

= - !8m'.m-l {q2(m)Aj a(j, mjt5/,j 

+ q,(m)[ Cjb (j, m)8/,j_ 1 

+ Cj + Ib(j, - m + 2)8/,j+ 1] J 

- !8m'.m + I! q2( - m)Aja(j, - m)8/,j 

+ q,( - m)[Cjb (j, - mjt5/,j_l 

+ Cj+ 1 b (j, m + 2jt5/,j+ 1 ] J 

+ ~i8m,,_m+ l!q\(m)Aja(j, m)8lJ 

+ q2(m) [Cjb (j, mjt5/,j _ 1 

+ Cj + Ib(j, - m + 2)8/,j+ 1] J 

- V8m', - m - I! ql( - m)AjaV, - m)8/,j 

+ q2( - m)[ Cjb (j, - m)8/,j_ 1 

+ Cj+ 1 b (j, m + 2)8/,j + 1 ] J. 

(2.38b) 

(2.38c) 

These matrices are seen to simplify considerably if we choose 
for p(m) the special solution given in Eq. (2.28) as then 
q2(m) = 0 and ql(m) = ± i according as m > 0 or m<O. 

Using the fact that iq, (m) and q2(m) are real [for all solu
tionsp(m) ofEqs. (2.25) and (2.26)] and the properties of the 
real coefficients a(j, m), b (j, m), and k (j, m) defined in Eqs. 
(2.5), it is easy to check directly, by using Eqs. (2.37) and 
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(2.38), the following properties of the A la) and B la): 

(i) All the six generators A la) and B la) are skew-sym
metric. 

(ii) The three rotation generators A la) are real. 
(iii) In the case of unitary representations (with integral 

jo only) the boost generators B la) are also real due to the fact 
that Aj are all real and Cj are pure-imaginary. 

(iv) The B la) are pure-imaginary in the case of finite
dimensional representations (only) as then the Aj are all 
pure-imaginary and the Cj are all real. 

These properties provide an explicit verification of the 
special properties already obtained for the representations 
Uo, c) corresponding to integral values ofjo. The property (i) 
shows that the matrices D 'Uo, c) are complex-orthogonal 
whenjo is integral. Properties (ii) and (iii) show that the uni
tary representations Uo, c) are equivalent to real-orthogonal 
ones if jo is integral. 

The property (iv) shows that all the (finite-<iimensional 
unitary) integral:io representations of the four-dimensional 
rotation group SOl 4) are equivalent to real-orthogonal repre
sentations. This special property of the representations of 
SO(4) is implicit in the result that SO(4) is a direct product of 
two groups each of which is isomorphic to SO(3), and that 
the integral- jo representations of SOt 3) are equivalent to 
real-orthogonal ones. To see that the properties (i) and (iv), of 
the generators of the finite-dimensional representations of 
SO(3, 1), imply the above-mentioned property of SO(4), it is 
sufficient to observe that the real skew-symmetric matrices 

dla) and :!lJ lal defined by d(al-A lal and :!lJ la) -~B la.1 . 
would be the matrices representing the correspondmg mfim
tesimal generators of SO(4). 

Lastly we examine the finite-dimensional irreducible 
representations ofSO(3, 1) with regard to the two special pro
perties, namely (i) real-pseudo-orthogonality and (ii) pseudo
unitarity. 

It is well known (see, for example, Lomone 6
) that 

among the finite-dimensional irreducible representations 
D JJ' of SO(3, 1), where the positive numbers J and J' are 
either integral or half-odd-integral, only the D JJ representa
tions are equivalent to real ones. Equivalently, this means 
that the Uo = 0, c = n) representations, where n = (2J + 1) 
is a positive integer, are the only finite-dimensional irreduci
ble representations ofSO(3,1) which are equivalent to real 
ones. In addition to being real, the self-representation (0,2) is 
known to be pseudo-orthogonal with the signature (3,1). 
Hence it is of interest to find out whether the other real finite
dimensional representations (O,n) are also pseudo-ortho
gonal with some specific signature. We now show that the n 2_ 

dimensional (0, n) representation where n = 1,2,3, ... are the 
only finite-dimensional irreducible real-pseudo-orthogonal 
representations of so (3, 1) and that the corresponding signa
ture is (N+, N~), where N+ = n(n + 1)/2 and 
N_ = n(n - 1)/2. 

We prove the result by transforming to a new p-basis 
from the 7l-basis by 

Pi,m' =S(j',m';j,m)71j,m =S(j,m;j',m')71j,m' (2.39) 

where the transformation matrix S is given by 
S(j', m';j, m) = W+ IOj',jOm',m, (2.40) 
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and the indicesj,j', m, and m' are all integers (we are consid
ering only those representations for whichjo is an integer), 

Using Eq. (2.40), we see that the infinitesimal genera
tors I " in the p-basis are related to the corresponding genera
tors I' of the 7l-basis by I" = S -II'S, i.e., 

/"(j', m';j, m) = W( - i)j'I'(j', m';j, m), (2.41) 

In particular, for the (0, n) representations for which the 
coefficients C are all real (asj <c = n), Ao = in, and Aj = ° 
for allj#O [s~e Eq. (1.7) and (1.8)], a direct check using the 
above equation shows that all the six generators A i~) and 
B [~) are real. Next we observe [see Eg. (2.33)]..!hat the metric 
G " in the p-basis is given by G " = SG 's = SS so that 

G "(j', m';j, m) = ( - l)H IOnOm'm' (2.42) 

which is a real matrix (asj is an integer) having ± 1 along the 
main diagonal. For the (0, n) representations, it is easy to see 
that G" is the n2

_ dimensional diagonal matrix 

G" = - Eo+E3 +( - E 5 )+ .. ·+( - I)"E2n _ I 

n -- 1 

= L +( - I)H IE2H I' (2.43) 
j~O 

where Ek is the k-dimensional unit matrix. The signature 
(i.e., "the total number of plus ones minus the total number 
of minus ones") of this G " is evidently + n when n is even 
and - n when n is odd. However, since a metric is deter
mined only up to a constant multiplicative factor, we may 
take the metric preserved by the (0, n) representation to be 
( - I)"G" so that the signature is + n irrespective of 
whether n is even or odd, The signature of this metric may 
also be expressed as (N +, N _I, where N + = n(n + 1)12 and 
N _ = n(n - 1)/2. It is thus proved that in thep-basis, the 
(O,n) representation is real pseudo-orthogonal with the signa
ture (N +, N ~), We may also note that the (O,n) representa
tion matrices form a subgroup of the real group 
SO(N +, N _, R ). 

The question ofpseudo-unitarity of the representations 
of SO(3, 1) has been completely solved by Gel'fand, et al.,9 

and the irreducible representation Uo, c) is shown to be pseu
do-unitary (in the sense that it admits an invariant Hermitian 
form) only under the conditions that either 

c is purely imaingary andjo is any integer or half-odd-
integer (2.44a) 

or 

c is real and jo = O. (2.44b) 

It may be observed that these conditions of pseudo-unitarity 
include the unitarity conditions, i,e., conditions under which 
Uo, c) would admit a positive-definite Hermitian form, g.iven 
in Eqs, (1.14a) and (1.14b). It is well known that the fimte
dimensional irreducible representations of SOl 3,1 ) [with the 
exception of the trivial (0,1) representation] are not unitary. 
However, the condition (2.44b) of pseudo-unitarity is satis
fied by the (O,n) representations which are therefore evident
ly the only finite-dimensional pseudo-unitary representa
tions ofSO(3, 1). In fact, in the g-basis, it is easy to check t.hat 
all the six generators A(a) and B(a) of the (O,n) reresentat~on 
are "pseudo-skew-Hermitian" in the sense that they satlsfy 
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ltr= -rl, 

where r is the indefinite Hermitian metric 

ru, m';J, m) = (-1)j+ IOl,jOm',m' 

(2.45) 

(2.46) 

Thus in the S-basis the (O,n) representation is seen to be pseu
do-unitary with respect to the metric r. The signature of ris 
easily seen to be (N +, N _) = (n(n + 1)12, n(n - 1)12). We 
may also note that the (O,n) representation matrices form a 
subgroup of the pseudo-unitary group SU(N +, N _, C) of 
dimension (N +' + N _) = n2

• However, since the (O,n) re
presentations are equivalent to real ones, the above-men
tioned pseudo-unitarity reduces to the already discussed 
real-pseudo-orthogonality in the (real) p-basis. 

The pseudo-unitarity conditions given in Eqs. (2.44a) 
and (2.44b) also show that none of the finite-dimensional 
symplectic representations (for whichJo and c are simulta
neously half-odd-integral) is of the unitary-symplectic type 
with some specific signature (see Wybourne6 or Gilmore8 for 
a definition of these groups). 
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A class of finite-dimensional Lie algebras, the Casimir operators of which are 
not of finite type 
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A class of complex finite-dimensional Lie algebras is constructed. the center of the universal 
enveloping algebra of each element of which is not finitely generated. For the construction of these 
Lie algebras. we use the counterexample of Nagata answering Hilbert's 14th problem in the 
negative. 

PACS numbers: 02.20.Sv 

A large number of papers investigate Casimir operators 
because of their usefulness in pure mathematics as well as in 
their applications in physics (see the references of Ref. 1). 
One is interested in knowing a minimal generating set of 
Casimir operators. and it was hoped that the cardinality of 
such a set would be finite for all Lie algebras of finite dimen
sion"" (see also Ref. 4 on Hilbert's 14th problem). In this 
paper. a whole class of finite-dimensional Lie algebras is con
structed. the elements of which have the property that the set 
of their Casimir elements (so we call the elements of the cen
ter of the universal enveloping algebra of a Lie algebra) is not 
finitely generated. In Ref. 5 (pp. 165-166). one such Lie alge
bra is given in a remark without proof. This Lie algebra is 
identical with the lowest dimensional Lie algebra from our 
class of Lie algebras. 

Let us now introduce our notation: S (V) means the sym
metric algebra over the vector space V. and SG (V) is the 
algebra ofthe invariants of a group G. acting as a transforma
tion group in V. in S(V). i.e .• SG(V): = (s E S(v)lg(s) = s. 
g E G). wheregis the unique extension ofg E G to an algebra 
automorphism of S (V). For a Lie algebra L we denote by 
SInt (L ) the algebra of the invariants of the adjoint group 
Int(L ) of Lin S (L ). Finally Z (L ) denotes the set of the Casi
mir elements of L. i.e .• Z (L ) is the center of the universal 
enveloping algebra U (L ) of L. 

At first we prove a general lemma and then. using Na
gata's counterexample to Hilbert's 14th problem. construct 
Lie algebras which fulfill the assumptions of the lemma. In 
the following is K the field of either real (JR) or complex (IC) 
numbers. 

Lemma 1: Let Vbe a finite-dimensional vector space 
over K. G a connected and nilpotent Lie subgroup of the 
group of the automorphisms of V. L the Lie algebra of G. 
d:L---+End (V) the (faithful) representation of L in the endo
mOfJ~hisms of V which is induced by the action of G on V. 
and L: = V ff! L (ff! means direct sum of vector spaces) the 
Lie algebra defined by the Lie product [v I + X I' V2 + x 2 ] Z. : 
= d (X I )(V2) - d (X 2 )(V I ) + [XI' x 2 h.V I .V2 E V.X I .X2 E L (i.e .• 

1. = V8-L. where 8- means semidirect sum of Lie algebras 
and V is made into an abelian ideal in 1. ). Then we have the 
following: If SG( V) is not of finite type. then Sint (1.) is not of 
finite type. 

Proof We will prove the lemma in three steps. 

(a) LetS: = (sES(V)lc(y(s)=O.XEL J,wherea'xisthe 
unique extension of d (x) as derivation on S (V), and 

eXPG :d (L )--..G the exponential mapping of d (L ) into G. Let 
s E SG( V). Then expa!td (x))(s) = s. X E L. By differentiation 
after t and setting t = O. we get: d A~) = O. Therefore 
Sa! V)S; S. Now let S E S. Then exp(dx)(s) = eXPG(d (x))(s) 
= S. As G is connected and nilpotent. we have 

eXPG (d (L )) = G (for the proof. see Ref. 6. p. 229) and. there
fore. SS;SG(V), From the statement before. we have then 
S=SG(V)' A 

(b) We want t<;"show that SG(VlSSInt(L). Clearly. 
SG(V)S;S (V)S;S (L). Let adz. be the adjoint representation 

A A ~ 

of L (in L ) and adz. (x) be the unique extension of adz. (x). 

x E L. as derivation on S (1. ) (it is well known that SInt (1. ) 
A ..--' A 

~ E S (L )Iadz. (X)(S) = O. X E L j). Then we have: 
adz. (v) (s) = O. V E V, S E S (V). and because of 
adz. (x)(v) ~ [x. v 1 z. = d (x)(v). V E V. X E L. it hold~ that 
~) = dx . Therefore. we have for x = v + X E L. v E V. 
X E L. and s E Sc;( V): -adili)(s) = 'iidTI';)(s) 
+ d x (s) = 0 + 0 = 0 by t~e first part of (a). Therefore 

SG(V) is contained in}Int (L ) and it holds that 
Sc;(V) = S(V) nSlnt (L). 

(c) Let (VI' .... v" I and (XI' .... x'" J, n. mEN. be a basis 
of Vand L. respectively. and (S, I I ~ I a generating set of 
SInt (1.).05, = S, (VI' .... v"' XI' .... xm) is a polynomial in the 

basis (VI' .... v". X I' .... Xm I ofL. Let us assume that card (I) 
< 00. As with s,. every homogeneous part of it is an element 
of SI (1.). we can conclude that there exists a minimal gener-

Ilt' A 

ating set ~ of Slnt (L )consisting of homogeneous elements 
withcard(~) <oo.Wedefine~l: =~nSG(V)and 

~2: = ~ \.~I (\. means the set-theoretical difference). Clearly 
~l n ~2 = ~t/E ~2_nS(V). Then it follows for 
xEL: 0 = adi(X)(f) = dx(f). and by (a),fESdV). which is 
a contradiction. Therefore ~2 n S (V) = 0. and we have for 
any IE ~2:f = I 1+ 12' where/l E S(v),fl is homogeneous. 
and I 2 is a homogeneous polynomial in v I' .... V". X I' .... X m 

such that in every monomial of it at minimum one XI., 

l<,k<,m. appears as a factor. Now. let again x E L. Then. 
0= ~ld~l~)(f) = dx(n + ad?T;) (n. where dx( fl) E S(V) 
and'ad£(x)(/2) is either zero or a polynomial in VI' .... 
VtI' X I' .... Xm such that again in every monomial of it at min
imum one X k appears as a factor. From this. it follows that 
dx(f d = 0 and adzr;)(f2) = O. Therefore we have. by (a) and 

(b),fl ESc;(V)S;Slnt(L) and/2 =1 - II ESint (1. ). Now. we 
"-

construct a new integrity basis for SInt (L ). 
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~: = l:IUl:2, I U l:2, 2' where l:2,1 : = I III II +12 = J, 
IE l:2l, l:2, 2: = 1/2lfl +12 = J,I E l:2l, and/l and,/; are the 
summands of IE l:2 as before, The sets l:1' l:2,1' and l:2,2 
have all cardinality less than infinity and it is clear that all 
elements of SG(V) must be generated by l:1 U l:2, 1 because 
algebraic combinations with elements/2 E l:2, 2 cannot be 
elements of S (V) (up to constant elements). But this is a con
tradiction to the supposition that SG(V) is not of finite type. 
Therefore SInt (L ) is not finitely generated. • 

Now we introduce the groups which were constructed 
by M. Nagata. 7 

Definition: Let r EN, r;;;.4, and aij' 1 <i<3, 1 <j<r, ele
ments of lK which are algebraically independent over the 
field of rational numbers Q. Then we define the group 
G: = [(J E GL(2r, lKl the entries (Jij of (J fullfill the following 
algebraic equations (1) to (8): 

(Jij = 0, j>i 

(Jij=O, l<j<i<r 

(Jij=O, r+l<j<i<2r 

(Jij=O,l<j<r, i>j+r 

(Ji+r.j=O, l<i<j<r 

r r 

L a"i II (J1l(Ji+r.i = 0, 1<k<3J. 
i~ I l~ I 

i=j=-i 

(1 ) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

Remark: Let (CI, C2, ... , Cr) E lKrwith rr~ ~ 1 Ci = 1 and 
r 

(b l , b2 , ... , br) E lKrwith I a'l b j = 0, 1 <i<3. Then (J EGis 
j~1 

of following form: 

CI 0 
'. 0 

0 cr 
(J= 

clb l 0 c 1 0 
'. 

0 crbr 0 Cr 

and we have 

C 1 0 
0 

0 
-I Cr (J 

-b l 
0 o 

C I C I 

0 
- br 

0 
Cr 

The composition of (J, (J' - lEG is 
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(J0(J'-1 = 

£1 
C; 

o 

o 

C' r 

o 

-----------------+---------------

o 

o 
o 

o 
". 

C' r 

the entries of which fulfill, of course, again Eqs. (1 )-(8) in the 
definition. 

Lemma 2: Let G as in the definition. Then we have the 
following. 

(a) G is an abelian algebraic subgroup of G L(2r, lK). 
(b) G is a Lie group. 
(c) For lK = C, G is connected. 
Proof (a) By Eqs. (1)-(8) in the definition, G is an alge

braic group. The commutativity of G is obvious. 
(b) Let G carry the induced topology ofGL(2r, lK). Then 

G is as an algebraic subgroup of GL(2r, lK) a closed subset of 
GL(2r, lK). In Ref. 6 (p. 105), it is proved that such a group is a 
Lie group. 

(c) We prove in this case that G is arcwise connected, 
from which it follows that G is connected. G is topologically 
isomorphic to fl XC - 3, where fl: 

= [(CI, ... , Cr ) E CI rr~ = 1 Ci = 1]. Therefore it-suffices to 
prove that fl is arcwise connected. Let (CI, ... , Cr ) and 
(C;, ... , C;) be two points offl. We construct a pathw(t) infl 
with w(O) = (CI, ... , Cr ) and w(l) = (C;, ... ,C ;). In polar co-
ordinates we have (CI, C2, ... ,Cr) = (R I' ... , R r, ¢I' ... , ¢r), 
(C;, ... ,C;) = (R ;, ... , R;, ¢;, ... , ¢;) with 
RI···Rr=R; · .. R;=I,andl:~~.I¢i 
=l:~""1 ¢;=O mod21T. 

Now let w(t): = (R Iit), ... , Rr(t), ¢I(t), ... , ¢r(t)) with 

R,(t): = (1 + t(R ;IRi -1)) Ri for l<i,,- 1, 

1 
Rr(t): = -r--I ------Rr' 

II (1 + t(R ;IRi - 1)) 
i= 1 

¢i(t): = ¢i + t(¢: - ¢i) for l<i<r - 1, 
and 

¢r(t): =¢r -t(~>; - ~~>i). 
It is easily seen that the denominator in the definition of 

Rr(t) does not vanish for t E [0, 1] and that rr~ ~ 1 Ri(t) = 1 
and l:~ = I ¢i(t) = 0 mod 21T, i.e., w(t) E fl with initial point 
(CI, ... , Cr ) and endpoint (C;, ... , C ;). Therefore fl is con
nected and our proof is complete. 
For the following theorem, see Ref. 7. 

Theorem: Let r = S2, sEN, s;;;.4, Va 2r-dimensional 
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vector space over ]1(, and G as in the definition. Then S G ( V) is 
not of finite type. 

And now our statement: 
Lemma 3: Let]l( = C, r, G, and Vas in the theorem, L 

the Lie algebra of G [cf. Lemma 2b ], and 1. as in Lemma 1. 

Then Z (1.) is not of finite type. 
Proof We have, by Lemma 1 and 2: Sint (1. ) is not of 

finite type, because G as abelian group is nilpotent. In Ref. 1, 
Lemma 1 is proved that a set l: C Sint (1. ) is a generating set 
of Sint (1. ) if and only if A (l:) is a generating set of Z (1. ), where 

A is a vector space isomorphism of S (1. ) onto U (1. ) with 

2406 J. Math. Phys., Vol. 24, No. 10, October 1983 

A (SInt (1. )) = Z (1. ) (the proof is given there for a finite set l:, 
but it is obvious by inspection that the proof remains valid 
for arbitrary cardinality of l:). 
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The isomorphic map of Clifford and Lie bundles to arbitrary coordinate atlases using a global 
orthonormal tetrad field on a parallelizable space-time is used to construct a fully covariant Dirac 
spinor theory. The Klein-Gordon equation exhibits a natural spin-torsion coupling of the 
Einstein-Cartan form, the torsion coming from the tetrad field. The tetrad connection 
coefficients are explicitly derived in addition to their relationship to the usual Levi-Civita 
coefficients. Various topological conditions for vanishing torsion are given. The Dirac and adjoint 
Dirac equations are obtained from a simple Lagrangian and the structure of the adjoint equation 
is discussed. 

PACS numbers: 02.40.Re 

I. INTRODUCTION 

Global geometrical methods in general relativity have, 
over the past twenty years, resulted in some spectacular ad
vances. The singUlarity theorems I are, of course, a prime 
example of global structure implied by a physical theory. 

Very important results on the existence of a spin struc
ture on a space-time iff the underlying manifold admits a 
global tetrad field are found in the seminal works of Ger
och. 2 Parallelizable space-times (those which admit a global 
tetrad) then also admit a global orthonormal tetrad, orthon
ormal via the Lorentzian metric g(x). Physically, this corre
sponds to choosing a Lorentz frame at each x in M relative to 
which the metric has components 1Jab = (- - - +). 
Mathematically, we may describe this choice of a Lorentz 
frame at each x inM as a smooth cross section of the orthon
ormal frame bundle, 0 (M). Important recent applications of 
orthonormal (on) tetrad3-? techniques have been reported. In 
particular, Weinberg3 gives an excellent discussion of the 
physical principles underlying the tetrad approach. 

Of importance to this paper, too, are the early results of 
Weyl and ofSchrodinger on generalizations of the Dirac 
equation. R 

In this paper, we consider the full implications of the 
tetrad map of Clifford and Lie algebra elements to arbitrary 
coordinate charts on a space-time (M, g). Since we assume 
the existence of a spin structure2 on the space-time, we then 
may take the on tetrad on the manifold to be globally de
fined. We assume at least C 3 differentiability for g(x) and at 
least C 2 for the tetrad field. 

It is shown that by using the local on tetrad to express 
Dirac (Clifford) algebra units "I' relative to a local coordinate 
chart, a Lie algebra isomorphism of the proper Lorentz 
group SO+ (3, 1) is obtained. The isomorphic nature of the 
tetrad map and the general scalar nature of the Dirac wave 
amplitude, tft(x), under changes of manifold coordinate atlas, 
lead to a generally covariant Dirac theory whose Klein
Gordon equation exhibits torsion in the classic Einstein
Cartan sense. 9-11 The torsion arises naturally from a connec
tion on the space-time induced by the tetrad field cross sec
tion of 0 (M). In the subsequent paper, acceleration covar-

iance of the theory is demonstrated when a smooth change in 
tetrad field, representing a pointwise change of Lorentz 
frame, is induced by a global timelike congruence of observer 
trajectories. 12.13 

II. THE TETRAD MAP 

We let (M, g) be a parallelizable space-time14 and choose 
a global on tetrad field, Ko (x), a = 1,2, 3,4, for M. For each x 
inMwethenhaveg(Ko,Kb)=1Jab=(- - - +).This 
tetrad field then specifies a Lorentz frame at each x in M 
which is, by definition, a basis for the tangent space T .. at 
each x in M. The tetrad I-forms UJO(x) dual to the tetrad fields 
at each x form a basis for the cotangent space T ~ for each x 
inM. We shall denote the tetrad on I-forms by K - lO(X). We 
then have3 UJa(x) = K - lo(X) = 1Jobg(Kb(x), ). 

Arbitrary tensors are then expressible in components 
relative to the tetrad field and I-form bases by suitable ten
sor products and projections.? For example, an arbitrary (1, 
0) tensor T(x) is expressed in tetrad components via To (x) 
= g(Ka (x), T(x)) which is, in a local coordinate chart, ex-
pressed as To (x) = gil-v (x)K ~(x)TV(x). 

Similarly, since an on tetrad at x is a Lorentz frame at x, 
strictly Lorentzian quantities which are defined with respect 
to these on frames may be expressed relative to a local coor
dinate chart via the use of the tetrad. Formally, such Lorent
zian quantities transform under a change of on tetrad at x via 
the full Lorentz group 0(3, 1), the structure group of the 
fiber over x of on frames in the on frame bundle 0 (M). This 
on frame bundle is trivial in the case of the parallelizable 
manifold we are considering. 14 

A Lorentzian quantity of great interest is the set of 
Dirac elements "1', a = 1,2,3,4 which are Lorentz invariant. 
We find that the Dirac units "I' may be usefully expressed in 
local coordinates via 

Y'(x) = K~(x)"I', 

giving an isomorphic Clifford anticommutator 

[Y'(x),yV(x)] + = 2g1"V(x)J, 

where 1J( - - +) is simply replaced by g. 

(2.1) 
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We shall state this and subsequent results in terms of 
Jundles. We have, so far, considered T M' the tangent bundle 
Jver M, and, implicitly, the bundles T;(M) of(r, s) tensors 
:)Ver M. The on tetrad field is a cross section of 0 + (M), the 
3riented on frame bundle over M, a principle fiber bundle 
with structure group Lp ~SO+ (3, I), the proper Lorentz 
group. We have also considered the Clifford bundle15

•
16 over 

M defined by assigning the full Dirac algebra to each point 
uM. In general coordinate charts, the isomorphism 
between the flat R 4 Dirac algebra and Eq. (2.1) results from 
the fact that the matrix K~(X)EGL (4, R) for each XEM. 

We consider the 0 + (M ) bundle again and note that the 
global trivialization of 0 + (M) (since M is parallelizable) al
lows the identification of a trivial Lie bundle over M. This is 
simply the bundle over M ofSO+(3, 1) fiber (vertical) tangent 
spaces at the identity element of each fiber. Since the frame 
bundle is trivial, we may choose the usual SO+(3, 1) genera
tors 17, M ab = - Mba, at each xEM, to generate the Lie alge
bra ofSO+(3, 1). As with the Clifford elements Y' we may 
tetrad map to a local coordinate chart to obtain 

(2.2) 

The local-coordinate generators ofEq. (2.2), in fact, sa
tisfy a commutator Lie algebra isomorphic to the flat R 4 Lie 
algebra of Lp but with TJ = (- - - +) replaced by 
g"V(x) for each xEM. The isomorphism is again due to the 
nonsingular nature of K ~(x). 

The existence of a spin structure on M is based on the 
existence of a 2-1 bundle morphism h:S (M )---+0 + (M) where 
S (M) is the bundle of "spin frames" [(;2 bases over M with 
structure group SL (2, ej]. We now consider the Dirac spin
frame bundle D (M) of bases for C4 with structure group SL 
(2, C) ffi SL(2, C) represented by D (1/2,0) ffiD (0,1/2). The Lie al-
gebra generators in this trivial bundle are proportional to a"'b 
= ( - i/2)[Y', 1',] obtained from the Clifford elements. 17 

The tetrad map of the a"'b to local coordinates, via 

(r(x) = K~(x)K~(x)a"'b, (2.3) 

results in a Lie algebra isomorphism identical to that of the 
tetrad map of the self-representation generators ofSO+ (3.1) 
given by Eq. (2.2). 

The essential result is that the flat-R 4 Clifford and Lie 
algebra elements, when expressed via local tetrads relative to 
tangent space bases derived from local coordinate charts, are 
general tensor components. For example, Y'(x)J" - D (x) is a 
vector field operator in the general sense. Similarly, d"V(x) 
are (2, 0) antisymmetric general tensor components for each 
xEM. 

We define the Dirac spin or field l8 t/J as a map t/J:M---+C4 

by x---+t/J(x) or, more elegantly, as a smooth cross section of 
the vector bundle (0 (M )XGC4 ) where G = D (1/2,0) ffi D (0,1/2). 

Under a local change of coordinate charts (containing 
xEM), the image t/J(X)EC4 is unchanged and t/J(x) is a general 
scalar field3 on M. But, under changes oflocal on tetrad at x, 
the SO+ (3,1) - SL(2, C) homomorphism induces 
D (1/2.0) ffi D (0,1/2) coordinate maps of t/J(x). Hence t/J(x) is a 
spinor3 under changes of local Lorentz frame (on tetrad) at 
xEM. 
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The Dirac equation may then be written, given a choice 
of tetrad field, Ka (x), a = I, 2, 3, 4, on M, as 

(Y'(x)J" + im)t/J(x) = R (x). (2.4) 

Unless a change in local tetrad is made, no connection 
coefficients are needed. 3 The operator D (x )=Y'(x )Jll is a vec
tor field operator and the Dirac equation is a general scalar 
and a Lorentz spinor. 

The Klein-Gordon equation is constructed, as usual, 
by operating with (D (x) - im) to yield 

[Y'(x)yV(x)J"Jv + Y'(x)(J"yV(x))Jv + m2 ]t/J(x) = S(x), 
(2.5) 

where S (x) = (D (x) - im) R (x). 
We next take symmetric and antisymmetric parts of the 

first two terms in Eq. (2.5). 
Assuming that t/J(x) is of class C k(M), k>2, only the 

symmetric part of Y'(x)y"(x)J" Jv t/J contributes in the form 
g"V(x)J"Jvt/J. Some detail is necessary in treating the second 
term yV(J" yV)JvtP ofEq. (2.5). 

We write, using the orthonormality of the tetrad fields, 

Y"(X)JI1y"(X) = Y'(x)J"K~(x)y 

= Y'(x)(J"K~(x))K;; Ib(X)K~(x)y 

- Y'(x)[ K ~(x)J"K u- Ib(X)]Y'(x) 

= -Y'(x)[r~u(x)]Y'(x), (2,6) 

where K - Ib(X) are the dual tetrad I-forms. The affine con
nection coefficients, r = KJK - I, define the connection 19.20 

associated with the given tetrad field cross section of 0 + (M). 
This connection defines parallel transport relative to the 
horizontal subs paces of To '(M I defined by the tetrad field. 
This is discussed in detail following further manipulations. 

We finally write the second term ofEq. (2.5) as 

- Y'(x)Y'(x)r~a(x) = -g"U(x)r"",ul(x) - io'lU(x)Y~a(x), 

by taking symmetric and antisymmetric parts. 
Here, Y ~u = r ~a - r~" is the local coordinate 

form 21 of the torsion of the affine (tetrad) connection. The 
Klein-Gordon equation is, then, 

[g"V(J"Jv - r~vIJa) - id"V(x)Y;v(x)Ja + m2 ]t/J(x) 
=S(x). 

We see that this generally covariant Klein-Gordon 
equation contains the tetrad affine connection rather than 
the Levi-Civita metric connection. However, we show in 
Sec. III that g"T;v = g"v r;v and, hence, Eq. (2.7) is the 
usual Klein-Gordon equation with a torsion term from the 
tetrad connection. The torsion of the tetrad connection, here 
coupled naturally to the spin operator u(x) in the classic Ein
stein-Cartan form,9 is an intrinsic structure on a paralleliza
ble manifold with a global tetrad field. The vanishing of the 
torsion requires a rather stringent condition on the cohomo
logy structure of the space-time. This is described in the next 
section which considers details of the tetrad connection coef
ficients. 
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III. THE TETRAD CONNECTION 

The tetrad connection coefficients, t, relative to a given 
coordinate atlas, are clearly associated with parallel trans
port relative to the horizontal subspaces l9 of To +IM) defined 
by the given tetrad field cross section of 0 + (M). 

This is immediately seen by a direct manipulation in 
local coordinates since, using the usual tetrad orthonorma
lity relations,3 we obtain 

aaK~ = aaK~o~ 
= aaK~(K ,-:-lbK~) = - K~(aaK v-Ib)K~. 

This may be written as 

(3.1) 

where the connection coefficients t are defined as f 
= KbaK - lb. Now, Eq. (3.1) may be written in invariant 

form, for all a, b values, as 

V KhKa = 0, (3.2) 

which expresses the horizontal parallel transport of the tet
rad fields relative to their own connection. 

It is easily shown that Y'(x) [Eq. (2.6)], ifV(x) and any 
other SO (3, 1) (Lorentz) tensors mapped to the local coordi
nate basis for Tx by the local tetrad map are general G L( 4, R ) 
tensors which parallel transport via V, the tetrad connection. 

It is also informative to express the Levi-Civita metric 
connection r in terms of the tetrad connection coefficients 
t. In local coordinates, using the usual expression3 for the 
metric connection along with the tetrad orthonormality re
lation 77ab K ~ K ~ = gi'" we obtain 

(3.3) 

where ( ) brackets denote symmetrized indices. 
The combination of Eqs. (3.1), (3.3), and the definition 

of torsion in terms of t, in fact, constitute a restatement, in 
terms of the tetrad field's affine connection, of the "vierbein 
postulate" commonly used in quantum gravity formula
tions.5

•
22 Several useful contractions ofEq. (3.3) areg""t;,. 

= gI"T;" , f;a = r;a, y;:" = - Y~fl = ° and g"vY;v 
=0. 

In Sec. IV, the orthonormal congruence property of the 
tetrad fields is used to obtain the contracted relation r'(w 
= f~a' a great simplification. 

From Eq. (3.3), it is clear that when the torsion vanishes 
and hence f is symmetric, then r = f. This presents several 
interesting situations. 

We note that 

yfl = K Il(a K - Ib _ a K - Ib) 
aA baA. A-a 

= (Kb ®dK -Ib)~,(. 

The torsion vanishes iff all tetrad I-forms K - Ib are 
closed. We consider several topological possibilities. 

For example, if each tetrad I-form is exact, then there 
exists a global chart for M such that K - lu = dya, a = 1,2, 3, 
4 on this chart. Relative to this chart, g may be diagonalized 
to 77 for each x EM. Hence the space-time is effectively Lor
entzian R 4. 

2409 J. Math. Phys., Vol. 24, No.1 0, October 1983 

We note that the space-time is time orientable and spa
cially orientable ifit is parallelizable and, hence, we consider 
the case where K 4(x), the fourth tetrad field, is defined by the 
global time function,21 t (x). In this particular case we have 
the result that dt (x) = (K -1)4(X) is the normal I-form on the 
level surfaces of t (x). The torsion tensor then arises due to 
any nonclosed forms among the first three tetrad I-forms 
and 

3 

y= IKb ®(dK-lt 
b~l 

The torsion structure is then most easily treated on orienta
ble globally hyperbolic21 ,23 space-times whose topology is 
M = S X R I. Here, S is a spacelike orientable (hence paralle
lizable24) 3-D manifold which may be taken to be a Cauchy 
surface for each global-time value tER I. The question of van
ishing torsion then reduces to the existence of closed, inex
act, nowhere-zero global I-forms on S. If the first cohomo-
10gymoduieH I(S) = 0, theremustbetorsionorS-R 3inthe 
orientable globally hyperbolic case. 

In the more general case of a parallelizable space-time 
M, the condition H l(M)#O is a necessary but not sufficient 
condition for vanishing torsion. Torsion is the rule rather 
than the exception for general cases. 

IV. VARIATIONAL METHODS 

The usual Dirac action3•4 is 

1= - f¢(Y'(x)Jfl + im)tfw, 

where w is the invariant volume form ( - g) 1/2d 4x, and 
¢ = tfty4. Note that y4 is the constant Dirac matrix, not 
y4(X) = K!(xjY. 

From otf, the Dirac equation results, in the free case, 
being 

(r"(x)afl + im)tf = 0. 

From otf results the free-adjoint equation, 

Vfl(¢r"(x)) - im tf = 0, (4,1) 

where V = a + rinvolves the Levi-Civita connection. Since 
1/J is a general scalar, afl tf = tf'fl' and the current i¢Y'(x)tf 
= Jfl(X) is conserved relative to the metric connection, 

namely, Jfl'fl J1 (X) = 0. 
The structure of the adjoint equation is interesting since 

~he y(x) matrices undergo tetrad parallel transport, 
V Ka y(x) = 0. In a local coordinate chart, the adjoint equa
tion is, using Eq. (3.1), 

(afl¢)Y'(x) - im ¢ + (r~a - t~a)¢y"(x) = 0. (4.2) 

Again, general covariance is manifest since ¢, as a general 
scalar, gives a'l tf = ¢'fl and (r - f) is a tensor. 

Equation (4.2) may be simplified by using the orthonor
mal congruence property of the tetrad fields which implies 
that K~;fl = ° or equivalently, for the I-forms, that 
d *K - lu = 0, where * is the Hodge dual map. ThusfromEq. 
(3.I)and V-Ka = 0, wehavethatr~a = f~a and the adjoint 
Dirac equation is simply 

(afl ¢)Y'(x) - im ¢ = 0, 
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the obvious generalization of the flat R 4 equation. Again, a 
set of connection coefficients results if a change of tetrad is 
used. 

V. CONCLUSIONS 

In this paper, the isomorphic map of Clifford and Lie 
bundles [over parallelizable space-times (M, g)] to arbitrary 
coordinate atlases via an on tetrad was used to develop a 
fully covariant Dirac spinor theory. The Klein-Gordon 
equation contained not only a tetrad affine connection asso
ciated with the given 0 +(M) cross section, but also a spin
torsion term of the Einstein-Cartan variety. The torsion ten
sor associated with a smooth parallelizable space-time can 
vanishonlyif(M,g)~(R 4, 1]) or H l(M)=l-O, the cohomology 
criterion being necessary but not sufficient. In work to be 
reported, the vanishing of torsion is shown to be necessary 
and sufficient for certain classes of Klein-Gordon solutions 
to exist. 

It might be asked why torsion was not seen in previous 
generalizations of the flat R 4 Dirac theory. It is generally the 
case that the coordinate derivative JI-' is tacitly replaced by 
the Levi-Civita covariant derivative 'ill-' in most treatments. 
Since this connection is torsion-free, no intrinsic torsion 
could be obtained by the usual methods. Classical scalar field 
theories use the metric connection to construct their Klein
Gordon equations and no intrinsic torsion is seen. Electro
dynamics is a theory of differential forms which is metric 
independent and, hence, no torsion enters. Einstein gravity 
is an intrinsically symmetric theory and any torsion must be 
inserted as a subsidiary structure on the space-time. 9 

Torsion enters spinor theories naturally through the 
tetrad map of the Dirac algebra elements. The spin- ~ case IS 

treated in work to be reported. 
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This paper argues that quantum behavior can be modeled using standard probability theory. To 
show this, such a model is constructed in which the Lagrangians associated with different paths 
are random. (This random Lagrangian formulation is equivalent to constrained entropy 
maximization.) We assume that the random error term varies as a harmonic oscillator over time. 
(We attribute this to certain properties of measuring devices.) The result is a formula which 
provides a good qualitative description of the n-slit interference experiment-indeed the formula 
is quite similar to the formulas of quantum mechanics. Hence standard probability theory models 
can describe interference effects so that a quantum probability theory is unnecessary. 

P ACS numbers: 02.50. + s, 03.65 - w, 05.20. - Y 

INTRODUCTION 

Almost all theorists agree that quantum behavior is not 
deterministic; hence probability theory must be used to mod
el it. Many theorists 1-3 go even further and argue that the 
standard probability theory is incapable of modeling quan
tum behavior. In its place, a generalized theory ofprobabil
ity, quantum probability theory, has been developed. 

Generalizing the standard probability theory is a dras
tic step. The works of Kolmogorov4 and DeFinetti5 have 
provided the standard probability theory with strong math
ematical/philosophical foundations. Since the standard 
probability theory has proved adequate in most other fields, 
we should avoid generalizing the standard probability the
ory unless it is necessitated by experiment. 

Quantum probability theorists argue that the standard 
theory of probability cannot model such well-known quan
tum effects as the n-slit interference experiment.6 This paper 
argues, contrary to the quantum probability theory view, 
that the standard probability theory can model quantum be
havior. To support our contention, this paper develops a 
standard probability theory model of the n-slit interference 
experiment. 

To develop such a model, we first look to the principle 
of entropy maximization. Suppose a particle has a probabil
ity distribution over all possible trajectories w, which maxi
mizes its entropy: - ~ P(w)log[P(w)], subject to two con
traints: 

(a) The probability of various trajectories w is nonnega
tive, 

(b) The Lagrangian of each trajectory, averaged over 
P (w), gives us the particle's classical Lagrangian (this pro
vides some correspondence with classical mechanics). 

It has been shown 7 that such a model is equivalent to the 
following "random Lagrangian" model: 

A particle follows that trajectory which minimizes the 
time integral of the Lagrangian. However, the experimenter 
cannot measure the exact value of the Lagrangian for all 
possible trajectories. Hence there is some measurement error 
so that the experimenter can only predict the probability 
with which the particle follows trajectories. This measure
ment error is distributed as a double exponential. 

The equivalence between constrained entropy maximi
zation and the random Lagrangian model suggests that the 
random Lagrangian formulation X might be useful in under
standing particle behavior. We only need to specify how the 
random measurement error on a path at time t relates to the 
random measurement error on the path at some later time t '. 

To specify how measurement error changes over time, 
suppose we consider the experimenter trying to measure the 
position of the particle at time t. Suppose the actual position 
isX (t) while the experimenter measures it as X'" (t). Thus we 
have an error of X'" (t) - X (t). If the experimenter's methods 
adjust for error over time, they will tend to decrease the 
value of this error: X'" (t) - X (t). Suppose we model this ad
justmentforerrorasaforce:F = - k [X'" (t) - X (t )).Clearly 
this will caUSe the error in position to vary sinusoidally over 
time-first the experimenter gives too high a value for posi
tion, then too low, then too high, etc. We will incorporate 
this adjustment force into the random component of the par
ticle's Lagrangian. (This force, of course, will be random 
since we do not know the amplitude of the variation nor 
what the error is at time t = 0.) 

Following these suggestions then, we assume that the 
random component of the random Lagrangian is a harmonic 
oscillator with unknown amplitudes and starting phase. This 
will give rise to a correlation between the Lagrangians of 
different paths which will depend upon the difference in path 
lengths. We will develop a random Lagrangian model for a 
particle choosing a path in the n-slit interference expeirment. 
When we insert this correlation between paths into our mod
el, we get a formula which describes the n-slit interference 
experiment. Indeed this formula is very similar to the for- . 
mula derived by taking a quantum probability theory ap
proach. Thus a model developed in terms of the standard 
probability theory describes the results of the n-slit interfer
ence experiment. Hence the n-slit interference experiment 
does not invalidate the use of standard probability theory in 
quantum mechanics; indeed it provides an opportunity to 
demonstrate the adequacy of the standard probability the
ory. 

Now there are other ways in which we could have speci
fied how measurement error varies over time. These will give 
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us different results. Thus we are not arguing that the particu
lar model developed in this paper should replace quantum 
mechanics. Instead we are arguing that a standard (non
quantum) probability theory model, like the one developed 
in this paper, can describe the interference effects of the n-slit 
interference experiment. This refutes the quantum probabil
ity theorist assertion about the inadequacy of standard prob
ability theory and suggests another approach for those inter
ested in stochastic formulations of quantum mechanics (see 
Bohm9

, Comisar,1O Braffort and Tzara,l1 and Nelson I2 ). 

In the quantum mechanical theory, an entity is viewed 
as having a dual wave/particle nature. In my model, the 
entity is a particle but its Lagrangian, by virtue of its random 
harmonic oscillator error term, is somewhat wavelike. Thus 
my formulation does not eliminate quantum-type effects; in
stead it simply shifts them from the probability theory used 
to model the physics to the physics being modeled. This has a 
number of advantages. First it is philosophically appealing 
to a number of theorists. Second it may suggest testable hy
potheses. Third it may offer new ways to generalize quantum 
mechanics to relativistic contexts. 

This paper consists of four sections. The first section 
reviews the n-slit interference experiment and why many 
theorists feel the standard probability theory cannot de
scribe it. The second section begins building the random La
grangian model. The third section considers that model for 
various types of correlation. In the fourth section, we postu
late that the random component of the measured Lagran
gian is a harmonic oscillator and deduce the resulting corre
lation. We insert this correlation into our random 
Lagrangian model and derive a formula which describes the 
results of the n-slit interference experiment. Indeed the for
mula is very similar to the formula we get from the tradition
al quantum probability theory model. 

1. THE n-SLIT INTERFERENCE EXPERIMENT 

Imagine the following idealized experiment with elec
trons. Electrons are produced at a source S and move toward 
a wall with two slits (see Fig. 1). If we install a detection 
screen behind the wall, we can record whether or not the 
electron hits a point x along the wall. If we close the first slit, 
slit 1, then the probability with which the electron hits var
ious positions x along the wall is given by a bell-shaped dis
tribution with the maximum at the point x = + !d, the 
point on the screen directly across from slit 2. Likewise if we 
open slit 1 and close slit 2, then P (x) has a bell-shaped distri
bution withmaximumatthepointx = - ~d (see Fig. 2). We 
call the probability distribution, when we close slit I,p(x/2), 
the probability the particle hits point (x) on the detection 
screen given it went through slit 2. Likewise we call the prob
ability distribution when we open slit 1 and close slit 2, 
pIx/I). 

Now suppose we open both slits. Then the probability 
distribution P (x) becomes a bell-shaped distribution with 
maximum at x = 0 and has "superimposed interference 
fringes" (see Fig. 3). We call this probability distribution for 
two open slits p(x/ 1 ,2), the probability the particle reaches x 
given it can travel through slit 1 or slit 2. 
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11 .t .. - - ~ d = x 

I~ 
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x=+ l d 

I 
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x
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FIG. I. Layout of the 2-slit interference experiment. 

Now, as the quantum probability theorists correctly 
note, there should be some relationship amongp(x/I,2), 
p(x/I), and p(x/2). In fact, using the standard theory of prob
ability, we can write 

p(x/I,2) = p(x/I,( I,2))P( 1/( 1,2)) + p(x/2,( I,2))P(2/( 1,2)). 

(1.1) 
The quantum probability theorists then implicitly assume 
that 

p(x/I,(I,2)) = pIx/I) and p(x/2,(I,2)) = p(x/2). (1.2) 

This implies that 

p(x/I,2) = wtP(x/I) + (1 - wI)P(x/2), where 

WI = p(l/(1,2)). (1.3) 

According to (1.3), the distribution given in Fig. 3 is a 
weighted average of the two distributions given in Fig. 2. But 
this is clearly false. 

The quantum probability theorists conclude that stan
dard probability theory, i.e., Eq. (1.1), is the problem. We 
will argue that (1.2) and not (1.1) is the problem. This paper 
constructs a model in which the Lagrangians associated with 
paths from slit 1 to point x are correlated with the Lagran
gians associated with paths from slit 2 to point x. Now 
p(x/l,( 1,2)) is the probability a particle takes a path from slit 
1 to point x given that the Lagrangians associated with all 
paths through slit 2 are greater than the Lagrangian of some 
path going through slit 1. The distributions of the Lagran
gians for paths going through slit 2, given they all exceed the 
Lagrangian of some path through slit 1, are different from 
the overall distributions of the Lagrangians for paths going 
through slit 2. 

Hence, since the Lagrangian for a path from slit 1 to 
point x is correlated with these slit 2 Lagrangians, its distri
bution is different in the case in which we know that all the 
slit 2 Lagrangians exceed some Lagrangians for a path 
through slit 1 vs the case in which the slit 2 Lagrangians 
could be larger or smaller than the slit 1 Lagrangians. Thus 
p(x/I,(I,2)) is different fromp(x/l), the probability, given we 
don't even allow for paths through slit 1, and hence have no 
information about what those slit 2 Lagrangians might have 
been. Thus assumption (1.2) need not be true. 

Later sections of this paper construct the model out
lined above. We consider four special cases of this model: in 
the 'first two cases, assumption (1.2) will be true; in the last 
two cases, it will be false. We will find that for the case which 
best describes the n-slit interference experiment, assumption 
(1.2) is false. Hence we cannot reject assumption (1.1); hence 
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n(x/2) p(x/l) 

1 11 
.1 x~- , "1 

5· 5' x= !) 

do 1 
x=+ -::;- 13 x

2 

I 

FIG. 2. Results with only one slit open. 

the argument against the standard probability theory fails. 
Define a" = p(x/k,(1,2))/p(x/k) so that a k measures 

the degree to which assumption (1.2) fails. Then we can write 
(1.1) as 

2 

p(x/l,2) = I p(k /(1,2))a"p(x/k). (1.4) 
1<=1 

For the general n-slit interference experiment, we have 
n 

p(x/l,2, ... ,n) = I p(k /1,2, ... ,n)a"p(x/k). (LS) 
1<=1 

Nowak #- 1 is equivalent to saying that (1.2) is false. For the 
quantum probability theorists to reject standard probability 
theory, they need a k = 1. This paper develops models in 
which ak #- 1 in general. 

2. THE GENERAL MODEL 

Let Pbe the set of all paths by which the particle can get 
from the source to the detection screen. Define (k,O) to be 
that path in which the particle moves in a straight line from 
the source to slit k and then moves at an angle 0 from the 
perpendicular to the detection screen (see Fig. 4). Feynman 
and Hibbs 13 similarly considered the set of all paths, P. We 
define the smaller set of paths, p R = ((k,O)lk = 1,2, ... ,n; 
- 11'/2<,0<'11'/2). For simplicity, we ignore all paths in P 

which are not in pR . (Thus we exclude "wobbly" paths from 
source to screen as well as "ricocheting" paths. These could 
be included in a more thorough treatment.) 

Let L (k,O) be the time integral of the Lagrangian asso-

p(x/l,:n 

It 1 
x=- - ( 

7 

S· X= 0 

~ x=+ l d 

I 
2 

FIG. 3. Results with both slits open. 
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1 
x~- "2 d ~ xl 

x~ 0 

x=+ l d ~ x
2 2 

ciated with path (k,O). We occasionally refer to this as the 
Lagrangian of path (k,O). By Hamilton's principle, the parti
cle chooses that path (k,O ) minimizingL (k,O ) over all (k,O ) in 
P. 

Although L (k,O ) has a specific value for each path the 
particle may take, we assume--consistent with the spirit of 
the Uncertainty Principle-that the experimenter cannot 
measure it exactly. Hence because of random measurement 
error, L (k,O) is a random variable. Following Domencich 
and McFadden14 and Litinas,I5 we assume 16 that 

L (k,O) = V(k,O) - €(k,O), 

where €(k,O ) is a random variable with the distribution 

P ( (k 0) ) 
__ e-1a;'lk.&)1 

r€ , <,a - e . 

This is the double exponential or extreme-value distribution. 
It deviates somewhat from the normal distribution, al
though it is a good approximation for many purposes. It is 
more analytically tractable for determining the distribution 
of the minimum of L (k,O ) than the normal distribution. 

The probability of a particle taking a path which goes 
through slit k and then proceeds at an angle 0 is the probabil
ity the path (k,O ) has the smallest Lagrangian of all paths, 
i.e., 

P (k,O ) = Pr(L (k,O )<,min(L U,S ))). 
u 

If we require that the particle go through slit k, then the 
probability of a particle taking slit k and proceeding at an 
angle 0 is the probability the path (k,O ) has the smallest La
grangian of all paths going through slit k, i.e., 

Pk (k,O) = Pr(L (k,O )<,min(L (k,S))). 
t; 

FIG. 4. Path (k, () J. 
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Now if we let (k,Ok (x)) be that path which goes to slit k 
and then proceeds from slit k at an angle causing it to hit 
point x, we can write down the equations for P (x) given n slits 
are open and P (x) given only slit k is open. Thus given n slits 
are open,p(x/l,2, ... ,n) is the probability that one of the n 
paths reaching x: (I,OI(x)), ... ,(n,On (x)) has the smallest La
grangian, i.e., 

p(xll,2, ... ,n) = pr( min(L (k,Odx)))<min(L (j,s))). 
k j,f; 

Since there is a zero probability of two different paths obtain
ing the same minimum, this becomes 

p(xll,2, ... ,n) = IPr( L (k,Odx))<min(L (j,s ))). (2.1) 
k J.S 

If only slit k is open, then p(xl k ) is the probability that 

(k,Ok (x)) has the smallest Lagrangian of all paths going 
through slit k, i.e., 

p(xlk) = pr( L (k,Odx))<mjn(L (k,s))). (2.2) 

We can also determine the probability the particle goes 
through slit k given that n slits are open. It is the probability 
that one of the paths going through slit k has the smallest 
Lagrangian, i.e., 

p(k 11,2, ... ,n) = pr(min(L (k,t5))<min(L (j,S ))). (2.3) 
{; j,f; 

Thus we can write Eq. (1.5) as 
n 

p(x/l,2, ... ,n) = Ip(k 11,2, ... ,n)akP(xlk), (2.4) 
k~1 

where ak is given by 

a _ Pr(L (k,Odx))<minJ,s(L (j,s))) 

k - Pr(min{;(L (k,t5))<minJ.s(L (j,s )))Pr(L (k,Odx))<mins(L (k,s))) 
(2.5) 

The next section specifies various correlations among the 
e(k,O )'s, which give rise to different values for the ak 'so 

3. FOUR CASES OF CORRELATION 

We consider four cases 

Case I: independence 

Suppose all e(k,O )'S are independent. Then 

( ) 
e - Vlk.O) 

Pr L (k,O )<min(L (j,s)) = k' 
j,f; ~~~ I r!~!2 e- VI .S) ds 

Proof See Domencich and McFadden 14 and Litinas. 15 

Using Eqs. (2.1)-(2.3), we can compute the probability 
distribution for x, given all n slits are open and given only 
one slit is open. We use (2.5) to compute the resulting value of 
a k • We find a k = 1. So we would expect assumption (1.2) 
and thus (1.3) to be correct if the random Lagrangians were 
uncorrelated. 

Case II: slit correlation 

Suppose there is a correlation p(k ) among the random 
Lagrangians in all paths going through the same slit k (for 
k = 1,2, ... ,n). However, paths going through different slits 
have uncorrelated Lagrangians. Then we find 

pr( L (k,O )<min(L (j,s))) 
J,S 
e - V1k,0)(Se - Vlk,s) ds) - ",k) 

= ~;~ I Se - VIJ,O)(Se - VIW ds) - ",k) dO' 

where V(k,O) = V(k,O )/[1 - u(k)] and 
u(k) = 1- [1-p(kW /2 

Proof See Litinas l5 and Block and Marschak,17 
We can compute the probability distribution for the particle 
reaching x, given all n slits are open and given only one slit is 
open using (2.1)-(2.3). Ifwe then use Eq. (2.5) to find a k , we 
find that a k = I for all k. Thus correlation among the La-
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I 
grangians in and of itself will not cause Eq. (1.2) to be violat-
ed. 

We now consider a case of correlation which does vio
late assumption (1.2). 

Case III: angular correlation 

Suppose there is a correlation p( 0 ) among the Lagran
gians of all paths which emerge from the slit at the same 
angle 0 towards the perpendicular. In other words, e(j,O ) 
and e(k,O ) are correlated forI~ k. On the other hand, there is 
no correlation among Lagrangians for paths emanating from 
the same slit. With these conditions, we get a formula similar 
to that of ease II, namely, 

Pr(L (k,O)< min (L (j,s))) 
j,5 

e- VOlk,O)(~n e- VO(j,O)) -",0) 
J~ I 

where V*(k,O) = V(k,O )/[1 - u(O)] and 
u(O) = 1- [1 _p(O)]1/2. 

Proof See Litinas l5 and Block and Marschak. 17 

Ifwe now use Eqs, (2.1 )-(2.5), we will find that we do not get 
a k = 1. Thisisbecausep(xlk,I,2, ... ,n) is a function not only 
of V*(k,Odx)) but of all the other V * (j,Oj (x)),i=;i;k, values 
with which there is correlation. On the other hand,p(xlk) is 
given by 

p(xlk) = e - Vlk,O,(X))1 Se - Vlk.O) dO 

and thus p(x/k) does not depend upon V * (j,Oj (x)) fori=;i;k. 
If we compute a k , we find that it is given by 

ak = t5(k,Odx))/E(t5), 

where t5 (k,O), the correlation shift parameter is given by 

( )

-",0) 

t5(k,O)= 1+ Ie-(V(J·0)-V1k,0)/[I-",0)1I 
j#k 

and where 
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l: n _ St>(k e )e - V(k.81 de 
E(t» _ k-l , 

- ~ n S - V(k.8) de 
""'k= 1 e 

The correlation shift parameter measures the impact of cor
relation. The amount by which this affects the probability of 
the path is the ratio of this correlation shift parameter to the 
average correlation shifts affecting all paths. 

Nowak will only equal 1, in general, ift>(k,e) is the same 
for all angles e, i.e., if v(j,e) andp(e) were the same for all 
angles e. Since this is usually not the case, a k # 1. Thus as
sumption (1.2) is false, and the argument against the stan
dard theory of probability is invalid. 

We can make a number of other observations, which are 
detailed in Appendix A. These show that positive correla
tion tends to decrease the probability of a path being taken 
while negative correlation increases the path's probability of 
being taken. 

We now look at one final case of correlation which will 
also violate assumption (1.2). 

Case IV: bivariate position correlation 

In Case IV, there is a correlationp(x;ij) between the 
paths (i,e; (x)) and (j,ej (x)) for all ij = 1,2, ... ,n and for all x. 
To develop the formulas for this case, we first develop the 
solution for the case in which p(x;ij) = pIx) for all i and}. 
Then we approximate the solution to get a formula for the 
case in whichp(x;ij) varies for different i and). 

Let D be the distance from the slits to the detection 
screen. Let X k denote that point on the detection screen di
rectly across from slit k (see Fig. 5.) Then we know that ek(x) 
satisfies tan[ek (x)] = + (x - Xk )/D. Hence for the path 
(k,e), an integration of de from - 1T/2 to + 1T/2 corre
sponds to an integration offk (x) dx from - 00 to + 00 

(wherefk (x) = [ 1 + [(x - xk)l D f j-l The density fk (x) is 
bell-shaped like the density in Fig. 2. 

We now suppose that all paths (k,x) which terminate at 
the same point x have Lagrangians which are correlated with 
correlation coefficient pIx). Thus e(j,X) and e(k,x) are corre
lated for}#k. Under these conditions, we have 

8(I,x) 
a 1 = 

EI1.2d8(x)) 

5LIT K 

FIG. 5. Angle Bk(x). 

pr(L (k,x)<min(L (j,y))) 
J,Y 

e- V·(k.x1( l:/= le- V+(j,XI) -MxYdx) 

l:::= lSe- V+(k,X)( l:/= le- v+(j,X)) -MxYdx) dx ' 

where V+(k,x) = V(k,x)/[l - a(x)] and 
a(x) = 1 - [1 - p(x)P12. 

Proof See Litinas 15 and Block and Marschak. 17 In the 
case in which V(k,x) = V for all k and x, we find that 

n - ajxl ( 
a k = where E (n - Mxl) 

E(n-Mxl) 

= l:::= 1 S(n)-otxYdx)SX) 

l::: = 1 Sfdx) dx 

which is similar to what we had in Case III. Thus this case 
also violates assumption (1.2). 

These are the formulas for position correlation, To use 
them to develop formulas for bivariate correlation, we first 
consider the n = 2 case. In this case, the correlation shift 
parameter t>( l,x) is given by 

t>(I,x) = (1 + elVll,xl- VI2,x)I/P-ajXII )-Mx/. 

We first note thatp(x/2)1p(x/l) = eV11.x/- V!2.x l. Hence 
t>(I,x) = [I + [p(x/2)/p(x/I)]ll/ll- otX/llj - O'\xl. We now ex
pand 8(I,x) in a Taylor series about a(x) = 0 and get 

t>(I,x) = I - a(X)ln(1 + P(X/2)) + (terms to be neglected). 
p(x/I) 

Thus 

__________ ~I~-_~u(~x)~ln2[~I~+~[~p(~x/~2~)I£P~(x~/~I)~lj ________ ~--, 
I-Sa(x)[ln[1 +p(x/2)1p(x/I)]gl(x)+ln[1 +p(x/l)/p(x/2)]g2(x)j dx 

where 

eV1k,xYk (x) 
gdx) = -------

Sev1k,xYdx)dx 

We letPl(I,2) = l/E11 ,2) (t>(x)) so that a 1 = Pl(I,2)t> (I,x). This 
gives us the following equation for p(x/I,2): 

2415 

2 

p(x/I,2) = LP(x/})P(j/1,2)aj 
j= I 

= ~(f31(1,2)p(x/l) +P2(1,2)P(x/2) 

- a(x)[,81(1,2)ln(1 + [P(x/2)1p(x/l)])p(x/l) 

+ P2( I ,2)ln [ I + [P(x/l )/p(x/2)]P(x/ 2) j]). 
(3. I) 
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Now the obvious way to generalize this model is to look 
at the correlation shift parameter for an arbitrary n, i.e., 

( 

n ) .- ajxl 
t>(I,x) = I + j~leIV!l.XI- VU,xll/ll-otx/1 

j7' I 

However, this would imply that all paths leading to the same 
point x have the same correlation with one another. We want 
to allow the n paths to have different correlations with one 
another. This requires that we take a different approach. 

First define the Lagrangian associated with a slit} to be 
the smallest Lagrangian of all paths going through slit}, i.e., 
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L (j) = min[L (j,x)]. 
x 

Now the probability that path (k,x) has the smallest Lagran
gian is the probability that (I) slit k is one of the two slits with 
the smallest Lagrangians of all n slits, (2) of these two slits, 
slit k has the smaller Lagrangian and the path (k,x) has the 
smallest Lagrangian of all paths through slit k. 

In other words, 

p((k,x)l(1,2, ... ,n)) 
n 

= L D((k,x)/(j,s),(I, ... ,n))p((j,s)/(I, ... ,n)), (3.2) 
j = Is <) 

where the notation (j,s) indicates that the particle goes 
through either slitjor slits. We will now assume thatp((k,x)l 
(j,s),(I, ... ,n)) = p((k,x)l(j,s)), i.e., that, given we know the 
particle will go through either slitj or slit s, we can ignore all 
the other slits. 

Let's compare this assumption with the quantum prob
ability theorist assumption, (1.2), which stated that p((k,x)/ 
k,(I, ... ,n)) = p((k,x)/k) = p(x/k). Their assumption said 
that, given we know the slit with the smallest Lagrangian, we 
can ignore all the other slits in determining the probability of 
path (k,x). Our assumption, (3.2), says that given we know 
the two slits with the two smallest Lagrangians, we can ig
nore all the other slits in determining the probability of path 
(k,x). Thus assumption (3.2) is a fairly straightforward gener
alization of assumption (1.2). 

Now clearly, p((k,x)l(j,s)) = 0 ifj=/=k and s=/=k. Like
wise, if we assume that all pairs of slits have an equal chance 
of being the slits with the two smallest Lagrangians, we get 
p((j,s)lI,2, ... ,n) = 21n(n - I). With these substitutions, (3.2) 
becomes 

2 n • 
p((k,x)l(I, ... ,n)) = LP((k,x)l(],k i)· 

n(n -I)j= 1 

j#k 

Now 

p((k,x)/(j,k)) = p(x/k,(j,k ))P(k /(j,k)) = ! p(x/k,(j,k)). 

Since we know that 

p(x/k,(j,k)) = 13k (j,k )!p(x/k) - cr(x;j,k )p(x/k) 

Xln[1 +p(x/j)lp(x/k)]), 

we have 

p((k,x)/(j,k)) = ! 13k (j,k )lp(x/k) - cr(x;j,k )P(x/k) 

X In[1 + p(x/j)/p(x/ k )] J. 
So we get 

p((k,x)/(I, ... ,n)) 

= ( I ) [P(X/k) if3dj,k) 
n(n-I) j=1 

j#k 

- p(x/k) if3dj,k )u(x;j,k )In(1 + p(x/j) )]. 
j=1 . p(x/k) 
j#k 

But 
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fl 
p(x/I, ... ,n) = LP((k,x)/(I, ... ,n)) 

k~1 

I [fl n 
= L p(x/ k ) L 13k (j,k ) 

n(n-I) k=1 j=1 

jyc k 

- i p(x/k) .if3dj,k )u(x;j,k )In(1 + p(x/j) )]. 
k = 1 j = 1 p(x/ k ) 

J#k 

We can rewrite this as 

( 
I )( n fl. p(x/I, ... ,n) = L p(x/k ) L. f3d),k) 

n(n - I) k = 1 j + J 

j#k 

- 2 L L u(x;j,k )- 13k (j,k )P(x/ k )In I + ~ n n I [ ((x!') ) 
k = Jjd 2 p(x/k) 

+ f3j (j,k )P(x/j)ln(1 + p(x/~ i)]. (3.3) 
pix/i) 

This is the bivariate correlation model. 
We now specify a form for the correlation.p(x;j,k), 

which will give us a form for cr(x;j,k). When we insert this 
into our bivariate correlation model, the resulting formula 
predicts interference fringes. 

4. A MODEL OF THE n-SLIT INTERFERENCE 
EXPERIMENT 

We have discussed fairly simple kinds of correlation: all 
paths emerging from the same slit being correlated with con
stant correlation; all paths proceeding from the same angle e 
to the perpendicular being correlated with constant correla
tion. We now consider a physically more intuitive form of 
correlation. 

FirstletL (j,x;t )bethe Lagrangian of path (j,x) attime t. 
[Thus L (j,x;t ) equals the kinetic energy minus the potential 
energy.] Similarly define the known and random compo
nents of the Lagrangian, V (j,x;t ) and E(j,x;t ), so that 

L (j,x;t ) = V (j,x;t) - E(j,X;t ). 

If the path from sourceS through slitjto the point x starts at 
time t = 0 and ends at time t = T, we also have 

L (j,x) = iT L (j,x;t ) dt, 

V(j,x) = iT V (j,x;t ) dt, 

E(j,x) = f' E(j,X,;t) dt. 

We will use this notation in defining a model for E( j,x) which, 
in tum, implies a form for p(x;j,k). 

Nelson 12 derived the Schrodinger equation from a mod
el in which a particle's motion consists of a classical compo
nent reflecting the macroscopic Newtonian physics and a 
random component associated with frictionless Brownian 
motion. Our model is somewhat similar. 

In our model, we think of the classical component of a 
particle's motion as resulting from the known component of 
the particle's Lagrangian, V (j,x;t ). We view the unknown 
component as reflecting the random difference between the 
known, measured Lagrangian and the actual Lagrangian. 
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Now our methods of measurement tend to reduce the 
difference between the measured position of a particle and its 
actual position. Suppose we represent this as a force, 
F = - k [X(t) - xm (t I], where X(t ) is the actual position of 
the particle at time t and xm (t ) is the measured position. If 
xm (t ) changes very slowly relative to X(t ) - xm (t ), then we 
can define z(t) = [X(t) - xm (t)] and assume z(t) is indepen
dent ofXm (t ) and thus of V (j,x;t ). Hence F = - kz(t ) gives 
rise to a simple harmonic oscillator force. The kinetic energy 
of the oscillator is ~kA 2(j,X)cos2[(k /m)1I2t + ~a], where 
A 2(j,X) and!a are unkno,,:n constants. The potential energy 
is!kA 2(j,x)sin2((k /m)1/2t + ~a). Hence the harmonic oscilla
tor Lagrangian, E(j,x;t ) which is the difference between the 
kinetic and the potential energy, is given by 

E(j,x;t) = !kA 2(j,x)! cos2[(k /m) 1I2t + !a] 
- sin2[(k /m)1I2t + !a] I 
= !kA 2(j,X)cos [2(k /m)1/2t + a]. 

Now, A (j,x) is, of course, related to the energy of the oscilla
torbyA = (2E /k )1/2, whereEistheenergy.Hence, when the 
particle leaves the source S, a certain amount of energy goes 
into its harmonic motion. But since we do not know how 
much energy goes into its harmonic motion, E and thus 
A 2(j,x) are random variables with possible values ranging 
from zero to infinity. Likewise we do not know a, the phase 
in the harmonic motion, at which the particle leaves source 
S. Since a can assume any value from 0 to 21T, cos[2(k / 
m)1/2t + a] can assume any value from + 1 to - 1. Hence 
E(j,x;t ) can assume any value from - 00 to + 00. By appro
priately choosing the probability distribution we assign to 
A 2(j,x) and a, we can give E(j,x;t) many possible probability 
distributions. 

We present a graph of E(j,x;t) in Fig. 6. As Appendix B 
shows, given this model for E(j,X;t ), the correlation between 
E(j,x) and E(k,x)-which is also the correlation between 
L (j,x) and L (k,x)-is given by 

p(x/I,2) = !(P(X/I) + p(x/2) 

pIx; j,k) = ao cos { C [dj(x) - dk (x)] I, 

where C = +(~)1/2, 

where dj (x) is the length of path (j,x), dk (x) is the length of 
path (k,x), v is the speed at which the particle travels along 
the path-assumed constant for simplicity, ao is the correla
tion between A 2(j,X) and A 2(k,x). 

We intend to use this formula for pIx; j,k ) in (3.1) and 
(3.2). Todoso, recall thatO"(x;j,k) = 1 - [I - p(x;j,k )]112. If 
we make the approximation af.,x;j,k ) = fp(x;j,k )/2 In 2], 
the resulting formula-as Appendix C(A) shows-actually 
improves the degree to which formulas (3.1) and (3.2) ap
proximate the analytical random Lagrangian formulas of 
Case IV. Sowenow replaceaf.,x;j,k) by [1/(2In2)] p(x;j,k) in 
(3.1) and (3.2). 

Consider the constants 13k' By definition, we have 

13dj,k) = {I - r p(x;j,k) [In(I + p(x/j) )gdX) 
L 2In(2) p(x/k) 

+ In(l + p(x/~ ))gj(X)] dX} _. I. 

p(x/J) 

Now using elementary ideas from physical optics, we know 
that [dj(x) - dk (x)] is approximately equal toxh /D, where h 
is the distance between slits k andj (see Klein, Ref. 18, p. 
187). Thuswecaninsertp(x;j,k) = ao cos[C(h /D ).x] into the 
expression for 13k (j,k ). Since the mass m is small, C is very 
large and the cosine oscillates between + 1 and - I much 
more rapidly than In[1 + p(j,x)/p(k,X)]gk (x) varies as a func
tion of x. Hence the integral is approximately equal to zero. 
Thus13dj,k) = 1 and ~Z ~ 1 13dj,k) = (n - 1) for allj and 

k 'f'j 

k.This simplifies formulas (3.1) and (3.3) considerably. For-
mula (3.1) with this choice of correlation becomes 

_ ao(P(x/I)ln[ I + p(x/2)/p(x/I)] + p(x/2)ln[ 1+ p(x/l)/p(x/2)] )cos1 C [ddx) _ d
2
(x)] I). (4.1) 

21n 2 

Formula (3.3) with this choice of correlation becomes 

1 { n p(x/I,2, ... ,n) = --;; k~IP(x/k) 

_ (~)[ I I (P(X/k )In[ 1+ p(x/j)/p(x/k)] + p(x/j)ln[l + p(x/k )/p(x/j)] )cos1 C [dj(x) - ddx)] I]}. (4.2) 
n - I k ~ Ij<k 21n 2 

Now suppose that the n slits are fairly close together. Then 
for many values of x, fp(x/k )/p(x/JJ] is fairly close to 1. Ap
pendix C(B) shows that we can approximate p(x/k) 
xln[1 + p(x/j)/p(x/k)] + p(x/JJln[1 + p(x/k )/p(x/j)] by 
2 In 2fp(x/k )P(x/jW 12 with an error of at most 2.7% if 
!<.p(x/k )/p(x/Jl<.2. We will call this the "close slit" approxi
mation. If we make the approximation, (4.2) becomes 
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1 [ n p(x/I,2,oo.,n) = - I p(x/k) 
n k ~ I 

-C ~ J k~lj~ [p(x/k )P(x/j)] 1/2 

xcos[ C [dj(x) - ddx )] 1]. (4.3) 

It is fairly clear that this formula would give the interference 
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2 
A Ci, x) 

2 . 
-A (J ,x) 

FIG. 6. Graph of E(j, x; t). 

phenomena described in Fig. 3 even if p(x/ k ) were bell
shaped as in Fig. 2 for all k. This shows that (4.3) and thus 
(4.2) predict interference effects. 

Now let's compare \4.3) with the quantum mechanical 
I 

p(x/(I, ... ,n)) = Ct/ (k,x))Ct1tP *(k,X)) 

solution to this problem. For the quantum mechanical solu
tion, we would define a wave function for each path, 
tP (k,x) - Q (k,x)eiB(k.x). We have 

= K noTm CtIQ2(k,x) + 2k~lj~kQ(j'X)Q(k,x) cos[B (j,x) - B(k,x)]) 

= K noTm C~/(X/k) + 2k~lj~ [p(x/j)p(x/k)J 1(2 cos[B (j,X) - B (k,X)]). (4.4) 

where K noTm is a normalizing constant. Let 
B (j,x) = Cdj(x) = (l/v)(k /m) 1/2dj (x). [Thus B (j,x) is pro
portional to the time needed to traverse path (j,x).] Let 
ao = - 1. [ThusA 2(j,X) and A 2(k,x) are negatively correlat
ed.] Then the only difference between (4.3) and (4.4) is that 
(4.3) assigns a weight of [l/(n - 1)] to the interference terms 
while (4.4) assigns a weight of 2 to the interference terms. 

Of course, we can get different constants in (4.3) by 
making different assumptions about the distribution of 
€(j,x). The important point is that our model is qualitatively 
similar to the quantum mechanical one and thus will predict 
similar qualitative effects. Hence this approach to the behav
ior of the particle may provide a powerful alternative formu
lation of quantum theory. We leave developing such an alter
native theory to other work. 

In summary, this paper has shown that: 
(1) Equations derived from the random Lagrangian 

model with a harmonic oscillator model of measurement er
ror lead to a qualitatively plausible model of the n-slit inter
ference experiment. This establishes that it is possible to 
model quantum behavior using standard probability theory. 
Hence the quantum probability theory arguments must be 
revised. 

(2) Many researchers have worked on the idea that one 
can duplicate quantum behavior by postulating a particle as 
subject to frictionless Brownian motion. 9

-
12 (Many other pa

pers discuss related ideas. 19-25) OUT paper provides a dis
tinctly different approach to this basic idea. Instead of postu
lating frictionless Brownian motion, we postulate 
measurement error, giving rise to a harmonic oscillator La-
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grangian with unknown amplitude and initial phase. The 
result is a formula which does imply interference effects and 
is, in many ways, quite similar to the formulas of quantum 
mechanics. We also saw that this approach was very closely 
related to the principle of entropy maximization. 

CONCLUSION 

Most physicists currently feel that quantum behavior 
such as the n-slit interference experiment requires an aban
donment of the standard probability theory. This seems 
rather peculiar because other fields, while recognizing the 
necessity of modeling uncertainty, have found the standard 
probability theory perfectly adequate for their uses. This pa
per argues that quantum physics does not, in fact, require an 
abandonment of standard probability theory; instead we 
merely require a more sophisticated use of standard prob
ability theory. 

Our argument proceeds in two steps: 
(1) We first examine the assertion that standard prob

ability theory cannot model phenomena in which p(x/I,2) 
#p(x/l)P(l/1,2) + p(x/2)P(2/1,2). To show that this asser
tion is false, we develop a model in which the particle follows 
that path minimizing the time integral of the Lagrangian. 
However, although the particle's behavior is deterministic, 
the experimenter is unable to measure the Lagrangian exact
ly and hence can only predict the probability with which the 
particle follows various paths. This model is equivalent to a 
constrained entropy maximization principle. 

We show that when there is correlation among the La-
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grangians, the random Lagrangian model generally predicts 
thatp(x/I,2)::;fp(x/I)P(l/I,2) + p(x/2)P(2!I,2). This refutes 
the assertion that a standard probability theory model can
not model quantum behavior. 

(2) We now proceed to develop a random Lagrangian 
model which provides a qualitatively reasonable model of 
the n-slit interference experiment-an especially popular ex
ample of quantum effects. To do this, we need to develop a 
model for the random component of the Lagrangian. We go 
back to work by Nelson, Tzara, Braffort, Comisar, and 
Bohm, which suggests that we can think of a particle as hav
ing two kinds of motion: (1) a classical motion obeying New
ton's laws and (2) an oscillatory Brownian motion compo
nent. These authors have shown that such a 
conceptualization leads to results consistent with the Schro
dinger equation. 

We use their conceptualization to form our model of the 
random component of the Lagrangian. We assume this ran
dom component is a harmonic oscillator Lagrangian where 
the amplitude and starting phase of the oscillator are un
known. This implies that the correlation between two path 
Lagrangians is proportional to the cosine of the difference in 
path lengths. When we insert this correlation into our ran
dom Lagrangian model, we get a formula which provides a 
model of the n-slit interference experiment. Indeed under 
certain conditions, for example, the distance between slits 
being fairly small, the formula is very similar to the formula 
we would get from the traditional quantum probability the
ory approach. 

Thus we have established that a standard probability 
theory model can model quantum effects-at least in the 
case of the n-slit interference experiment---contrary to the 
arguments of quantum probability theorists. Since the for
mulas given by my model are not identical to those given by 
the traditional quantum probability theory approach, there 
are some obvious ways to test the formulas to see which is 
more descriptively valid. But this paper is not concerned 
with establishing which one of the many possible standard 
probability theory formulations of quantum behavior is 
"best. " We are only concerned with showing that such a 
formulation is possible. We leave other speculations to later 
work. 

APPENDIX A 

We will show that positive correlation decreases a 
path's probability of being followed while negative correla
tions tends to increase a path's probability. 

(I) Suppose L (k,O ) is positively correlated with other 
Lagrangians whose average value tends to be pretty small. 
Then there are two cases: 

(a) L (k,O ) happens to be pretty small. However, because 
it is positively correlated with other paths, these other paths 
also have Lagrangians which are smaller than average. Since 
these other paths have very small Lagrangians on average 
anyway, it is very probable that their Lagrangians will be less 
than L (k,O). Thus the probability of the particle following 
path (k,fJ ), given L (k,O ) is small, is less than if L (k,O ) were 
uncorrelated with these other paths. 
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(b) L (k,O ) tends to be large. In this case, those other 
paths with which it is correlated have larger than average 
Lagrangians too. However, since their Lagrangians are 
small on average, they may still be less than L (k,O ). 

Thus it would appear that being positively correlated 
with paths of small V (j,S ) tends to decrease the probability of 
the particle following path (k,O ). Likewise we would expect 
that being negatively correlated with such paths would in
crease the path's probability. We can confirm these conjec
tures by looking at the formula for 8(k,O). 

(2) If V(k,O) = V for all k and all 0, then a k is propor
tional to (n) - 010, (x)). Thus if u(Odx)) is larger than all other 
correlations, a k tends to be less than 1. Furthermore, a k 

decreases as the number of slits, n, increases. Hence high 
positive correlation reduces a path's probability. Converse
ly, if u(Ok (x)) is smaller than all other correlations, ak tends 
to be greater than 1. Thus low negative correlation increases 
the path's probability. 

Why is this the case? If L (k,Ok (x)) is positively correlat
ed with the Lagrangians associated with paths from other 
slits, then L (k,Ok (x)) will tend to be higher than V(k,Ok (x)) 
when those other paths tend to be larger than their V's. Giv
en we know that the particle is coming through slit k, we 
know that the Lagrangian of all paths not coming through 
slit k are all larger than the Lagrangian of at least one path 
coming through slit k. Hence the Lagrangian associated 
with paths not coming through slit k tends to be somewhat 
larger than normal. Thus L (k,Ok (x)) tends to be larger than 
normal. Hence the probability L (k,Ok (x)) is the smallest La
grangian is less than usual. Hence the probability the particle 
takes path (k,Ok (x)) is less than in the case of no correlations. 
Hence a k is less than 1. 

Now suppose L (k,Ok (x)) is negatively correlated with 
the Lagrangians associated with paths from other slits. 
Then, given that we know the path goes through slit k, we 
know that Lagrangians for paths not going through slit k are 
higher than their average. Thus L (k,Ok (x)) is smaller than 
normal. Hence the probability of path (k,Ok (x)) is larger than 
in the absence of correlation. Hence a k exceeds 1. 

Thus in either case, negative correlation increases a 
path's probability whereas positive correlation does just the 
reverse. 

APPENDIX B 

Let d. (x) denote the length of the path from the source S 
to slit I and then to point x on the detection screen [i.e., the 
length of path (I,x)]. If we assume all particles travel at the 
same speed v, then the time it takes to travel path (l,x) isjust 
d.(x)/v. Let time t = 0 be the time at which the particle 
leaves the source S. Then the Lagrangian of the path (1 ,x) is 
just 

rd,(X)/v 

L (I,x) = Jo L (l,x;t) dt 

,,(X)/v 

= Jo [V(I,x;t) - e(l,x;t)] dt 
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~1(x)/v [(k)1/2 ] 
X Jo cos 2 m t + a dt 

= V(l,x) -l(mk )1/2A 2(1,x) 

X {Sin [2(~) 112dl~X) + a] - sin (a) } 

= V(l,x) -l(mk )1/2A 2(1,x)(2) 

[( 
k )1I2d\(X) ] . [( k )1I2d\(X)] X cos - --+a sm - --. 
m v m v 

(BI) 

Now the Lagrangian of path (2,x) is, similarly, 

L (2,x) = V(2,x) -! (mk )1/2A 2(2,x) 

xcos[ (~) l/2d2~X) + a ]sin [(~) 1/2d2~X)]. 
(B2) 

We now want to compute the correlation between the two 
Lagrangians. Since both A 2( I ,x) and a are random variables, 
we will have to integrate over both of them. 

The correlation between L (l,x) and L (2,x) is given by , 

Now 

cos[Cd,(x) + a]cos[Cd2(x) + a] 

= !(cosl C[d,(x) - d2(x)]l 

+ cos [C(d,(x) + d2(x)) + 2a]). 

When we integrate this expression over a, the second term 
vanishes and we get rr cos! C [d I(X) - d2(x)] l. When we inte
grate fa cos2[Cdj (x) + a] da, we get rr. Finally let ao be the 
correlation between A 2( I ,x) and A 2(2,x) and suppose this cor
relation is independent of d I(X) and d2(x). Then we can write 

pIx; 1,2) = ao cos I C [d,(x) - d2(x)] j, 

where C = (1/v)(k /m)I12. (B4) 

APPENDIXC 

(A) We approximate ai,x;j,k) = I - [1 - p(x;j,k)],12 
linearly with Cp(x;j,k) where C is some constant. To choose 
C, we recall the original analytical formula for p(x/l,2) in the 
case in whichp(x/I) = p(x/2). Thus we have 

p(x/I,2) = p(x/I)(2)1' ~p(x;j.kll'/2 - I. 

Now our approximation formulas is 
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p(x;I,2) = Cov(L (1,x),L (2,x)) 
I Var(L (1 ,x))Var(L (2,x))) 1/2 

Now 

Var(L (1,x)) = E (A 4(1,x))!(mk )sin2[ Cd,(x)) 

X i cos2[Cdl(x) + a) da 

- E2(A 2(1,x)l!(mk )sin2[ Cd,(x)) 

x(i cos [Cd,(x) + a] dar 

where C = (1/v)(k /m)1/2. 

Also 

Cov(L (l,x),L (2,x)) 

(B3) 

= E(A 2(1,x)A 2(2,X))(:k)sin [Cd,(x)]sin[Cd2(x)] 

xi cos [Cd,(x) + a] cos[Cd2(x) + a] da 

- E(A 2(I,x))E(A 2(2,x))(:k)sin[ Cd,(x)]sin[ Cd2(x)] 

xi cos[Cd\(x) + a] da i cos[Cd2(x) + a] da. 

Since fa cost Cd I (x) + a] da = 0, the variances and the co
variances simplify considerably. We get 

p(x/I,2) = p(x/I)[I - ai,x;j,k )In 2]. 

The following table compares the two formulas at different 
values of p(x;j,k): 

p(x;j,k) Exact formula 

I 0.50 
o 1 

- 1 1.33 

Approximation formula % error 

0.31 
1 
1.29 

38% 
0% 
3% 

If possible, we would like to choose C so as to decrease the % 
error associated with p(x; j,k ) = 1 without increasing the % 
errortoomuchforp(x;j,k) = - 1. WechooseC = 1/2 In 2. 
This formula gives 0.5 atp(x;j,k) = 1, I atp(x;j,k 1= 0, and 
1.5 atp(x;j,k) = - 1. Its % error is 0%, 0%, and 13%. This 
is the formula which we use in the paper. 

(B) Our task is to approximatep(x/j) In[l + p(xlk)1 
p(x/Jl] + p(x/k) In[l + p(x/J)/p(x/k)] by a [P(x/j}P(x/k )]112. 
First we define the ratio r = p(x/k )/p(x/JJ and rewrite our 
two formulas as: p(x/j)\ln(l + r) + r In[l + (1/r)]} and 
ap(x/j)(r) 1/2. We choose a so that the two formulas are equal 
when r = 1. Hence a = 21n 2. We now compare the differ
ence and percent difference between the two formulas as we 
vary r. 
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r p(x/j) pn( 1 + r) + rIn(1 + (1/r)] 
In(l + r) + rIn[ 1 + (1/r)] - 21n(2)(r)I/2 

In(l + r) + r In[ 1 + (1/r)] 

0 p(x/j) 0% 
3 (0.015) p(x/j) 0.7% 2 
5 (0.026) p(x/j) 1.5% 3 
2 (0.051) p(x/j) 2.7% 
3 (0.152) p(x/j) 6.8% 
4 (0.271) p(x/j) 10.8% 

Because of the symmetry of the formula, the error for r = vis the same as the error for r = l/v. Hence we only compute values 
of r equal to 1 or greater. 
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This series of papers will attempt to discuss in a systematic way when the dynamical differential 
equ.ations of a ~h~sical system have the "integrability" property. This first paper contains two 
tOPICS: A descnptlOn of some general properties of "function groups" and the related geometric 
structures of Poisson-cosymplectic manifolds; and the Lax representations for differential 
equ~~ions as ~ ~or~, of "qu~nt.ization" of Lie's "function groups." The general geometric setting of 
the integrability matenal In terms of the theory of Ehresmann pseudogroups is also described. 

P ACS numbers: 02.30.Hq, 02.20.Sv, 02.40. + m 

1. INTRODUCTION 

Current thought in physics is that there are two extreme 
types of differential equations (and physical systems): inte

grable and chaotic. Examples of the former are what Whitta
ker' calls the "soluble" problems of analytical mechanics, 
the free quantum fields (and certain simple types of one
dimensional interacting fields, like those associated with the 
sine-Gordon equation), and certain systems to which the 
Backlund or inverse scattering method applies. In the nature 
of things, it is much harder to give examples of systems 
which are at the other, "chaotic" extreme, and which can be 
analyzed precisely enough to formulate what should be 
meant mathematically by the very term "chaotic behavior." 
(The models of Lorenz2 and Feigenbaum3 are those which 
are of greatest current interest.) In this series of papers I will 
concentrate on the task of discussing various geometric 
structures which seem to underly the "integrability" proper
ty. 

Now, in the post-1965 work on "integrability," the 
term mainly refers to the existence of some algorithms or 
procedures for finding a complete set of constants of motion 
and/or an explicitly constructed linearization (such as the 
"inverse scattering method"). In the 19th and early 20th cen
tury, Abel, Jacobi, Liouville, Lie, Fuchs, Darboux, Kowa
lewska, Painleve, Picard, Schlesinger, Vessiot, and Drach 
were leading mathematicians who pursued various ramifica
tions of this integrability idea. A key work in this tradition 
for what I want to do in this series is Lie's material onJunc
tion groupS.4 (Of course, they are not "groups" in the modern 
sense, but Lie algebras.) 

Weierstrass, Kowalewska, and Painleve had a point of 
view5

•
6 emphasizing certain "analyticity" properties of the 

general solutions. My aim in this series is to investigate sys
tematically, with the tools of modern differential geometry, 
these two approaches and their interrelation, emphasizing 
calculus-on-manifolds, Lie group and algebra theory, Ehres
mann pseudogroup-foliation-connection theory, Kodaira
Spencer deformation theory, and so on. 

a) Supported by Ames Research Center (NASA), Grant NSG-2402; U. S. 
Army Research Office, Contract #ILI61102RH57-02 MATH; NSF 
MCS8003227. 

In the work of Kowalewska and Painleve5
•
6 "integrabi

lity" involved certain analyticity properties (local or global) 
of the general solution. Thus, the simplest condition of this 
type might be that the general solution could be written as 
the quotient of two functions which were analytic in the en
tire space of the independent variables and the initial condi
tions. Painleve's 1900 paper6 is a key one to keep in mind. He 
considered as an illustrative example the following two-pa
rameter family of nonlinear ordinary differential equations: 

d 2 

---.l'.. = ay2 + bx ( 1.1 ) 
dx 2 ' 

where a and b are parameters, or, in terms of a 3 X 3 system, 

dy, _ 1 dY2 dY3 2 b -- -- , - =y." - = aY2 + y,. (1.2) 
dt dt dt 

He determines the values of a and b for which there are six 
analytic maps 

CxC --+ C3
, 

N,(t; ZO), N 2(t; zo), N,(t; i') , 
D,(t; ZO), D2(t; ZO), D3(t; zo) , 

tE C, 

ZO = (z? , z~ , z~) E C 

such that 

N,(t; zo) 
Y,(t) = , i = 1,2,3, 

Di(t; zo) 

is the solution of (2.2), with 

y, (0) = z~' for i = 1,2,3. 

( 1.3) 

(1.4) 

Now, for certain values of the parameters (a, b), (1.2) 
can be solved in terms of "constants of motion" and elliptic 
functions, which can be interpreted as meaning that Lie's 
"function group" ideas can be applied. It is also noteworthy 
that Lorenz' "chaotic" equations2 are of the same general 
algebraic type. 

It is my goal in this series of papers to develop the differ
ential geometric machinery to understand such examples 
from a modern point of view. Where background material is 
needed, but is not readily available in a straightforward form 
in the current literature, I will provide explanations in the 
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text or appendices. 
This first part concentrates on the "function groups." 

As pointed out in Refs. 7 and 8, the relevant contemporary 
mathematics is the theory of Poisson or cosymplectic struc
tures9 on manifolds. I will also present background material 
on Ehresmann pseudogroup theory 10 in the form developed 
by Plante. II 

Many of the integrable mechanical and physical sys
tems discussed in recent years are generalizations of the rigid 
rotating body; the key link here is a paper by Arnold. 12 The 
classic work of Sophie Kowalewska5 on the analyticity-inte
grability properties of rigid bodies is an important clue that 
there are links between the Arnold-Lax and the analyticity 
approach. This series of papers will also explore the founda
tional aspects of this development. In this first paper I will 
deal primarily with Poisson structures on manifolds, which 
involve twice-covariant tensors on finite-dimensional mani
folds. The underlying physics involves systems with afinite 
numberoldegreesollreedom. I intend in a later paper in this 
series to work on the field-theoretic generalizations, which 
will involve higher degree tensors. \3 Certain field theoretic 
models l4

•
15 involve Lie algebras which are infinite-dimen

sional versions of the "function groups" of Lie. These Lie 
algebras are also related to the "current algebras" of Gell
Mann and the Kac-Moody Lie algebras. 

The key mathematical property providing "integrabi
lity" of these mechanical systems is the existence of a Lax 
representation. 16 A major theme of this paper is that the con
struction of such representations can be traced back to the 
"function groups" and associated geometric ideas, particu
larly the theory on Lie algebras of vector fields on manifolds 
and the work on pseudo groups by Ehresmann. I will show in 
this paper (as announced briefly in Ref. 17) that the search 
for a Lax representation for certain systems of differential 
equations can be regarded as a sort of "quantization" of Lie's 
"function groups." 

2. POISSON OPERATIONS ON MANIFOLDS AND THEIR 
ASSOCIATED TENSOR FIELDS 

Let X be an n-dimensional C oc, paracompact manifold. 
Y (X) denotes the C 00 real-valued functions on X. Let 

T(X)= uXx 
xEX 

(2.1) 

be the tangent vector bundle and let 

(2.2) 

be the dual bundle, called the cotangent bundle. The 1-differ
ential forms g; I(X) on X are the cross sections of T d, while 
the vector fields r(X) are the cross sections of T(X). Let 

T(X)I\T(X) (2.3) 

be the exterior product of two copies of the tangent bundle. 
Let 

r(T'(X) 1\ T(X)) 

be its smooth cross sections. By the well-known principles of 
multilinear algebra, the elements of the fiber of the bundle 
(2.3) above a point x E X can be identified (and we shall do so) 
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with the skew-symmetric, bilinear maps 

liJx : X~xX~-R. 

A C 00 cross section of the bundle T d (X) 1\ T d (X) can be 
identified with an Y(X)-bilinear skew-symmetric map: 

liJ: g; I(X)X .§ I(X) _ .7(X). (2.4) 

It will be called a bivector field on X. 
Let such an liJ be given. It defines a certain type of geo

metric structure. We will now describe in a coordinate-free 
way certain geometric concepts naturally attached to this 
structure that were treated in a tensor-analysis framework 
by Schouten IX and Nijenhuis. 19 

Definition: Let liJ be given as a cross section of the bun
dle (2.3) defining a map of the type indicated in (2.4). Let 
I ' l", be the map 

Y(X)X Y(X)-Y(X) 

defined as follows: 

I/IJ"l =liJ(dll ,dI2) for IIJ2EY(X). (2.5) 

I ' J is called the Poisson operator associated with the bivec
tor field liJ. 

Remark: It will be called a Poisson bracket only if it 
satisfies the Jacobi identity, i.e., if the Schouten-Nijenhuis 
curvature tensor (which will be defined below) is identically 
zero. 

Theorem 2.1: The Poisson operation I ' 1 w associated 
with liJ E r (T (X) 1\ T (X)) satisfies the following identities: 

IflJ2lw = - 1/2Jdw for IIJ2EY(X) , (2.6) 

I IIJ2,I, Lv = I IIJ2 Lv I, + 12! IIJ3 Lv 
(2.7) 

Let us now be algebraic 19,20 and consider abstractly an 
R-bilinear operation! , Jon Y(X) satisfying (2.6) and (2.7). 
For each IE .7(X), set 

(2.8) 

(2.7) says that VJ is a derivation of Y(X); it can then beidenti
fied with a vector field on the manifold X, i.e., a cross section 
of the tangent bundle T (X). 

Theorem 2.2: The mapping 

I-VJ 
associated with the bivector structure on X satisfying (2.6)
(2.7) is afirst-order linear differential operator from Y(X) to 
r(X). The symbol of the operator (in the sense of Refs. 20 
and 21) is a linear bundle map 

0': Td(X) ----+ T(X) (2.9) 

such that 

8 1(0'(82))= -82(0'(8J!) for 81,82EX~,XEX. (2.10) 

Proof From (2.8) we have 

(2.11 ) 

This derivation rule characterizes first-order linear differen
tial operators, in the treatment of Chap. 1 of Ref. 20. As 
defined there, the symbol 0' of this operator assigns to each 
x EX, 0 E X~ an element 0'(0) of Xx' Thus, X~ is the dual 
vector space to the tangent vector space Xx' 01(0'(02 )), as it 
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appears in relation (2.9), is the value that the l-covector 0
1 

takes on the tangent vector ai(2)' The algebraic identity 
(2.10) now follows readily from (2.6). 

Theorem 2.3: Let! ' J be an R -bilinear map: 
.7(X)X Y(X) --.. Y(X) satisfying (2.6)-(2.7). Then, there 
is a unique bi vector field (J) E F (T (X) A T (X)) such that! , I 
is associated with (J) in the sense ollormula (2.5). 

Proof Set 

(2.12) 

where (T is as in (2.9), the symbol of the assignment I --.. VJ' 
Formula (2.5) is now readily verified by tracing backwards 
from the definition. 

3. THE SCHOUTEN-NIJENHUIS TENSOR ASSOCIATED 
WITH A BIVECTOR FIELD 

Let \ , I be a fixed bilinear differential operator: 
Y(X) X Y(X) --.. 5T (X) satisfying (2.6)-(2.7). For 
11'/2J, E ,7(X), set 

fl(/''/lJ,) = (/,!/l,hJJ - U/I'/2),/J 
- (/2!!IJ,)} . (3.1) 

Notice that fl is a trilinear, skew-symmetric differential 
operator: 

,7(X)X .7(X)x.7(X) --...7(X). 

It is identically zero if and only if! , J defines a Lie algebra 
operation on .7(X). 

Fori E .7(X), let VJ be the vector field on X defined by 

f'j(fJ! = ! /'/tl for I, E Y(X). (3.2) 

1--.. VJ is then a linear mapping of the vector space Y(X) into 
the Lie algebra r(X). We want to find the conditions that it 
is a homomorphism of the algebra defined by \ , J into the 
Lie algebra structure. To do this, considerJ."hJ, E Y(X): 

[ f'j" VI,] (I,) = VJ, (VI, (I,)) - VJ2 (VJ, (n) 

= VJ! 12'/3) - J'fi \ ItJ,j 
= (It, \ 12Jd} - (/2' \ IIJ,j}, (3.3) 

VIJ,.Jd(l,) = U/,,J2j,h}· (3.4) 

Theorem 3.1: fl is identically zero if and only if the map 
1--.. V/ is a homomorphism of the algebra structure! ' I 
defined on Y (X) into the Lie algebra structure on J'/·(X). 

Proof Notice that (3.3) and (3.4) give the formula 

fl (/,,J2J,) = [Vf" Vf2 ] (I,) - VI /,J, 1 (n . (3.5) 

This formula makes Theorem 3.1 evident. 
Theorem 3.2: fl is a skew-symmetric, first-order, homo

geneous, trilinear differential operator. For fixed/l,J2 the 
mapI, --.. fl (/''/2J,)0['7(X) --..Y(X) is a derivation of the 
associative (i.e., pointwise-product) algebra structure on 
.7(X). 

Proof This is also obvious from formula (3.5). 
From general principles of the algebra of multilinear 

differential operators (again, refer to Chap. 1 of Ref. 20) one 
can now define the symbol of fl, aifl ). For x E X, it is a trilin
ear, skew-symmetric map 

(T(fl)x: X~XX~XX~--..R. (3.6) 
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(T(fl )x is defined as follows. For OI,fJ2,03E X ~, choose 
It,J2J, E Y(X) such that 

I,(x) =12(x) =/3(x) = 0, (3.7) 

dldx) = OJ> dI2(x) = O2 , dl,(x) = 03 • (3.8) 

Then, 

(T(fl ),(O"fJ2,03) = fl (/t,J2,J3)(X). (3.9) 

As x varies, x --.. (T(x)x defines a tensor field on X, i.e., a cross 
section of the vector bundle 

T(X)AT(X)AT(X) . (3.10) 

This tensor field is called the Schouten tensor of the bivector 
field (J). 

We can sum up what we have proved as follows: 
Theorem 3.3: Let (J) E F (T (X) 1\ T (X)) be a bivector 

field on the manifold X. Then, its Schouten tensor 
flEF(T(X) A T(X) A T(X))iszeroifandonlyiftheasso
ciated Poisson operator! ' ) w on Y(X) satisfies the Jacobi 
identity, i.e., defines a Lie algebra structure on Y(X). 

Theorem 3.4: Let (J) be a bivector field. If each point x of 
X is contained in a coordinate system such that the compo
nents of (J) in this coordinate system are constant, then the 
Schouten tensor fl vanishes. In particular, the associated 
Poisson structure satisfies the Jacobi identity. 

Proof This follows from the "tensorial" property of fl. 

4. EHRESMANN PSEUDOGROUPS ON A FIXED 
MANIFOLD AND THEIR LINEAR ISOTROPY GROUPS 

In the 1950s, Ehresmann developed 10 a major founda
tional concept for differential geometry, the pseudogroup. 
Unfortunately, he presented his ideas (which were abstract
ed from the classical work of Lie, Vessiot, and Cartan) only 
in short notes and conference proceedings; hence his ideas 
and theories have not penetrated directly to the physics and 
applied mathematics world. In this section I will recapitulate 
some of this material in a form that will be useful in the broad 
areas of physics and system theory, partially following ideas 
of Plante. II A key concept in Ehremann's work is the gener
alization of the "linear isotropy subgroup of a transforma
tion group" concept to a pseudogroup. 

Definition: Let X be a Coo, paracompact manifold. A 
local C ~ map is a triple 

D = (D, ¢y, R ) 

consisting of open subsets D, R of X, and a (C 00) map ¢: 
D --.. R mappingDontoR. Dis the domain ofD, R the range. 
If ¢ is a diffeomorphism between D and R, we say that D is a 
local diffeomorphism for X. 

I[ D = (D, ¢y, R ) is such a local map, with ¢ a diffeomor
phism, define 

D"=(R,d;-',D), (4.1) 

where ¢y -, is the inverse map to ¢' a diffeomorphism from R 
toD. 

I[ 

D=(D,¢Y,R), D'=(D',¢',R'), 

are local maps, we say that 

DeD' 
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if the following conditions are satisfied: 

R CR', DCD', 8 = 8' restricted to D . (4.3) 

If 0 = (D, t/J, R ) and 0 ' = (D " t/J " R ') are local maps, 
we say that 

0-8' 

if the following condition is satisfied: 

t/J(x) =t/J'(x) for all xEDnD'. 

If 0 and 0' satisfy (4.4), we will define 

ouo'=(D",t/J",R") 

as follows: 

D" =DuD', R" =RuR", 

t/J"(x) =t/J(x) =t/J'(x) for xEDnD', 

t/J"(x) = t/J (x) for xED, 

t/J"(x)=t/J'(x) for xED'. 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

It is readily seen that these formulas define t/J " as a C '" map. 
However, of course, it may not be a diffeomorphism, even if 
t/J and t/J ' are diffeomorphisms. 

Suppose 8 = (D, t/J, R) and o'(D', t/J', R') are local dif
feomorphisms. Define another local diffeomorphism 

00 1)' = (D " , t/J " , R ") 

as follows: 

D" =t/J'-((DnR'), 

R " = t/J (D n R ') , 

t/J "(x) = t/J (t/J '(x)) for xED" . 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

Definition: A collection Ll of local diffeomorphisms of 
the manifold X is said to be an Ehresmann pseudogroup act
ing on X if the following conditions are satisfied: 

(1) The identity map 

1 = (X, id,X) 

is an element of Ll. 
(2) If 0 E Ll, then 0 -( ELl. 
(3) If 0,0' ELl, then 

80 8' ELl. 

(4) If 0' ELl and t5Co', then 0 ELl. 
(5) If 15,0' ELl with 15 -0' and if 0 u 15' is a local diffeo

morphism, then 0 u 0 ' E Ll. 
The most important pseudogroups in both geometry 

and physics are those defined via tensor fields. A tensor field 
7 on a manifold X is a smooth cross section of a tensor pro
duct bundle of the tangent bundle T(X) and its dual Td(X). 
[Alternately, it may be considered as an associated bundle, in 
the sense of Steenrod, 22 of the principal tangent bundle with 
structure group GL(n, R ), defined by a linear action of 
GL(n, R) on a real vector space.] 

A local diffeomorphism 0 = (D, t/J, R ) is then said to be 
a symmetry (or automorphism) of 7 if, for each xED, the 
linear map t/J.: Xx -----. X <b (xl' acting on tensors, sends the val
ue of 7 at x to the value of 7 at t/J (x). It is readily seen that the 
set of such symmetries of 7 defines an Ehresmann pseudo
group, as defined above. We will call such a pseudogroup a 
tensorial pseudogroup. 
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The pseudogroups encountered in physics and geome
try often have a special property, that one calls "flatness." 

Definition: A tensor field 7 on a manifold X is said to be 
locally flat if the following condition is satisfied: 

Each point x has a neighborhood U and a coordinate 
system (Xi) defined on U such that the components of 7 in U 
with respect to the bases of tensor spaces constructed from 
a/ axi and dxi [which are cross sections of T ( U) and Td ( U)] 
are constant in U. 

We can also consider relations between Ehresmann 
pseudo groups and sets of vector fields on X. Let V be such a 
vector field. Let t -----. exp(tV) be the one-parameter pseudo
group it generates, i.e., the collection oflocal diffeomor
phism: D -----. R obtained by finding the orbit curves of V, 
starting at points xED, then going out t time units. 

Definition: Vis associated with the Ehresmann pseudo
group if each local diffeomorphism generated by the orbit 
curves of Vbelong to D. 

Standard results prove the following: 
Theorem 4.1: Let 7 be a tensor field on a manifold X and 

let Y (7) be the Lie algebra of vector fields V E r(X) such that 

it' v(7) = 0 (4.12) 

(it' denotes "Lie derivative.") Then, the pseudogroup of 
symmetries of 7 contains the one-parameter pseudogroup 
generated by the vector fields in Y (7). 

Now, for the "linear isotropy subgroup" concept. 
Definition: Let 9 = (D, t/J, R ) be a pseudogroup on a 

manifold X. Letx be a point ofX. Let(D, t/J, R) E 9 be the set 
of elements of pseudo groups such that the following condi
tions are satisfied: 

xEDnR, t/J(x) =X. (4.13) 

Associate with (D, t/J, R ) the linear map 

t/J.: Xx -Xx· 

The collection of linear maps on the tangent space Xx, 
which, it is readily seen, forms a group, is called the linear 
isotropy group o/the pseudogroup 9 at x. 

This concept unifies many special situations encoun
tered in classical and modern differential geometry and dif
ferential equation theory. 

5. PSEUDOGROUPS AND POISSON TENSORS 

We can see the immediate relevance of these concepts to 
the study of Poisson tensors UJ, and the associated Poisson 
operators [ , J. Let UJ be a bivector field, an element of 
r(T(X)I\T(X)); [ , J is an R-bilinear map 
Y(X) X Y(X) - Y(X). The Schouten tensor of UJ, n, is an 
element of r (T(X) 1\ T(X) 1\ T(X I). Let Y (UJ) be the Liealge
bra of vector fields V E r(X) such that 

it'v(UJ) = 0 , (5.1) 

i.e., 

V(UJ(8(,82 )) = UJ(it' v(8d,82l 
+ UJ(O(, .Y v(Oz)) for all O(,OZ E fiJ ((X) . (5.2) 

We will state a few typical results, which are readily 
proved using the general geometric principles proved above. 
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Theorem 5.1: If w is fiat, then e = 0, and [ , 1 satisfies 
the Jacobi identity, and makes Y(X) into a Lie algebra. 

Theorem 5.2: A vector field V is a symmetry of the bi
vector field if and only if it satisfies the following condition: 

V(f..,J;j = V(fl)'h. + II' V(fz) for 11,f2 E .3'(X) , (S.3) 

i.e., Lie derivation by V is a derivation of the algebraic oper
ation on Y(X). 

Proof That (S.3) follows from (S.2) is a routine deriva
tion, left to the reader. 

For the converse, suppose that (S.3) is satisfied. Note 
that this proves that 

!.t' V (w)(dll , dlz) = 0 for all 11,f2 E Y(X) . 

But that !.t' v(w) vanishes follows from the tensorial property 
of !.t'v(w). 

Theorem 5.3: If n = 0, if IE .'7 (X ), and if Vf is the vec
tor field defined by Vf(f') = [f,f'J, then Vf satisfies 

!f v(w) = 0 . 
J 

In particular, the one-parameter pseudogroup t ~ exp(tVf ) 

belongs to the pseudogroup of all symmetries of w. 

6. SINGULAR FOLIATIONS AND THE FROBENIUS 
INTEGRABILITY THEOREM: IMPLICATIONS FOR THE 
POISSON STRUCTURE 

I will now recapitulate work done in singular foliation 
theory. LetXbe.a manifold, and let 'Jr be a linear subspace 
of r(X). For x E X, let 'Jr(X) be the linear subspace 
[V(x): V E 'Jr] of values of 'Jr atx. A continuous, piecewise 
Coo curve t ~ x(t), a<t<b, is said to be an orbit curve of 'Jr 
if the following conditions are satisfied: 

dx 
- (t) E 'Jr(x(t)) for a<t<b . 
dt 

(6.1) 

(dx/dt denotes the tangent vector field to the curve.) For 
Xo E X, let C ('Jr, xo) be the accessible set from Xo along orbit 
curves of 'Jr, the set of points of Xwhich can be joined to Xo 

by an orbit curve. (The letter "C" is in honor of Caratheo
dory23 and Chow,24 who started this development.) 

Theorem 6.1: The subsets C ('Jr, xo) of X, as x runs 
through X, define an equivalence relation on X for which 
C ('Jr, x) are the equivalence classes. Each such set can be 
given the structure of an immersed submanifold. 

For proof and background, see Refs. 2S-27. 
Suppose now that 'Jr is a Lie subalgebra of r(X), i.e., 

['Jr, 7f1 c 'Jr . (6.2) 

In general, one does not know that the accessible submani
folds C('Jr, x) are integral submanifolds of the tangent vec
tor distribution x ~ )l'Y~(x). The following result was proved 
in Ref. 2S. 

Theorem 6.2: Suppose that (6.1) and an additional fol
lowing condition is satisfied: 

For each orbit curve t ~ x(t) of 'Jr, the dimension 
of the tangent vector space 'Jr(x(t)) is constant 
as t varies. (6.3) 

Then, the submanifolds C ('Jr, x o) are maximal integral sub
manifolds of the singular foliation 'Jr in the sense that the 

2426 J. Math. Phys .. Vol. 24, No.1 0, October 1983 

tangent space of C ('Jr, x o) at each point x E C (71/, x o) is 
equal to 'JI"·(x). Further, (6.3) is satisfied if either X and '1r 
are real analytic, or '1r is locally finitely generated in the 
sense defined in Ref. 2S. 

There are evident implications for this basic theorem to 
the study of curvature-zero Poisson structures and the 
Ehresmann pseudogroups they generate. Let [ , 1 be such 
an operation on Y(X). ForI E .'7(X) let Vf be the vector field 
on X such that 

Vf(f') = [f,f'l for IEY(X). (6.4) 

Then,f ~ Vf is a Lie algebra homorphism and 

;5 = [Vf : IE Y(X)) 

is a Lie sub algebra of r(X). Hence, Theorems S.l and S.2 
apply. [!J defines a singular loliation of X, i.e., a decomposi
tion into submanifolds. The Lie algebra of vector fields ;5 
(a the pseudogroup it generates) are tangent to the leaves of 
this foliation. 

7. HOMOMORPHISMS OF BIVECTOR FIELDS AND 
FUNCTION GROUPS IN THE SENSE OF SOPHUS LIE 

The Poisson bracket operation of analytical mechanics 
is usually defined by means of a closed 2-differential form, 
i.e., a twice-covariant tensor field, a cross section of the vec
tor bundle Td (X) 1\ Td (X). The case where the manifold X is 
even-dimensional and the form is of maximal rank is the 
traditional one, treated in all the modern treatises on me
chanics. The case where the form does not have maximal 
rank is also interesting, and was first treated systematically 
in Ref. 13. In this case, the Poisson bracket cannot be defined 
on all functions on X, but only on a subalgebra. This "covar
iant" formalism can also be extended 13 to higher degree dif
ferential forms, and thereby to field theories. 

Now, covariant tensor fields have certain properties rel
ative to C 00 mappings between the manifolds on which they 
live: They "pull back" dually to the mapping. (This is the 
meaning in differential geometry of "covariant"l) The Pois
son structures arise from contravariant tensor fields, which 
"push forward." However, the push-forward map cannot be 
defined for an arbitrary tensor field. 

To elaborate algebraically, let X and X' be C cY0 para
compact manifolds (possibly of different dimension) and 
¢: X ~ X' a C oc map. At each point x E X, the differential 
¢* maps the tangent vector space Xx linearly to the tangent 
space X ~ Ix)' This leads to a linear bundle map 
¢*: T(X) ----+ T(X') and the following commutative map
ping diagram: 

¢* :T(X) ~ T(X') 

t 

dJ: X ----+ X' 

Consider the cross sections r (T (X)) and r (T (X ')). They do 
not map naturally under ¢.: Given a V E r(T(X)), 
¢. (V): X ~ ¢* (V(X)) cannot be defined naturally as a 
cross section of T (X ') because a fiber X~, may arise as the 
image under ¢* of two fibers XXI and XX" However, one can 
impose an extra condition that ¢* (V) be well defined as a 
cross section of T (X '). Let us say that Vand V' are ¢-related if 
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~. (V (x)) = V'(~ (x)) for all x EX, (7.1) 

i.e., if the following diagram of maps is commutative: 
q,. 

T(X) ----+ T(X') 

iV iV' (7.2) 
q, 

X ----+ X' 

If Vand V' satisfy (7.1), then it is readily seen that ~ maps 
orbit curves ofVinto orbit curves of V', i.e., ~ is an intertwin
ing map for the one-parameter pseudogroup of diffeomor
phisms generated by Vand V'. In this geometric form, the~
related vector fields playa basic role in the Lie-Cartan 
geometric theory of differential equations. (They are "pro
longation maps" for the underlying differential equations.) 

Thus, the geometric relation between contravariant 
tensor fields on X and X' can only be considered as involving 
special pairs (T, T') which are~-related via (7.1)-(7.2). We can 
do the same for bivector fields. 

Definition: Let~: X ----+ X' be aero map between mani
folds,andletw E r(T(X) 1\ T(X))andw' E r(T(X') 1\ T(X')) 
be bivector fields on X and X '. They are said to be dJ-related, 
and we write 

dJ.(w) = w' , 

if the following condition is satisfied: 

w(~ *(0;), dJ *(0;)) = w'(O;, 0;) 

for all x E X, all 0 ; , e; E X ~ Ix) . 

The following results are easily proved. 

(7.3) 

(7.4) 

Theorem 7.1: Let ( , Lv, and ( , J:u' be the operations 
on Y(X) and .7(X') defined by the bivector fields wand w'. 
Then (7.4) is satisfied, i.e., ~* (w) = w', if and only if the fol
lowing condition is satisfied: 

~ *(( f; ./a.() = [dJ *(f;), ~ *(f;)L 

for all f; ./; E Y(X') . (7.5) 

Theorem 7.2: If wand w' are ~-related, so are their cur
vature tensors fl and fl'. (This says that the differential oper
ator w ----+ fl is a "natural" operation.) 

8. HOMOMORPHISMS OF POISSON STRUCTURES AND 
FUNCTION GROUPS IN THE SENSE OF SOPHUS LIE 

Let X continue as a manifold with w a bivector field 
defining a Poisson operation 

(f1./2) ----+ [ fl./21 
onY(X). 

Definition: A setJ;'·"./m of functions on X is said to 
form afunction group, in the sense of Lie, relative to the 
Poisson tensor w, if and only if there are C 00 functions 

Fij: R m -+R, I <J,j<"m , 

such that 

[J"J;Lu(x) = Fij(ft(x)'''''/m(x)) for all XEX. (8.1) 

Remark: The terminology "function group" is obvious
ly archaic-they are not groups in the sense we use the term 
(except trivially, in the additive structure). However, what 
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Lie usually called a "group" we would caB a "Lie algebra." 
Hence, an appropriate modern name might be Lie function 
algebras. 

Theorem 8.1: Suppose that~: x ----+ (/t(x)''''./m (x)) de
fines submersion maps from X to R m. Suppose D is the image 
in R m of this submersion; it is, of course, an open subset of 
R m. Then, (/I""./m) form a function group if and only if 
there is a bivector field w' on D ' such that 

dJ*(w) = w' . 

The proof is given in Ref. 7. 

9. LIE "FUNCTION GROUPS" GENERATED BY LIE 
ALGEBRAS OF VECTOR FIELDS 

Let us first recall the definition of a "symplectic struc
ture." 

Definition: Let X be a manifold. A symplectic structure 
on X is defined by a 2-differential form 1] which satisfies the 
following conditions: 

d1] = 0, 

v J 1] = 0 for vET (X) =? v = 0 , 

i.e., 1] has no nonzero (Cauchy) characteristic vectors. 

(9.1) 

(9.2) 

A symplectic form 1] defines a Poisson bracket oper
ation on Y(X). ForfE Y(X), define Vf E ~~(X) as follows: 

df = Vf J 1]. 

Then set 

(9.3) 

Theorem 9.1: There is a bivector field won X with zero 
Schouten tensor, which gives rise to the Poisson bracket op
eration (9.2). Algebraically, w is the dual tensor to the (non
singular) 1]. In local coordinates (Xi), 1 <"i,j<"n, if 
1] = 1] ij dXi 1\ dx j, then 

.. a a 4) w = 1]Y- 1\ -. (9. 
axi ax)' 

where (1]ij) is the inverse matrix to (1]ij) [which exists because 
of condition (9.2)]. 

Now, let Q be a manifold and let 

(9.5) 

be its cotangent bundle. Let V -+ fv, T'(Q) -+ .7(X) be the 
map defined as follows: 

fv(O) = o (V(q)) for VE 5V (Q), eE Qq, q E Q. 

(9.6) 

Let 1] be the canonical symplectic form on Td (Q) - X, 
and let [ , 1 be the corresponding Poisson bracket on Y(X). 
(It is the standard Poisson bracket used in analytical me
chanics when Q is the configuration space manifold of the 
mechanical system.) 

Theorem 9.2: For VI' V2 E J'(Q), then 

!fv,./v, 1 =f[V,,v2J' (9.7) 

i.e., the mapping V ----+ fv is a Lie algebra homomorphism 
from T'(Q) to the Lie algebra Y(Td (Q)). 

Proof: Well known. 
Suppose now that f9 is a finite-dimensional Lie algebra 
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of vector fields on Q. Let 

(Va), 1 <;a, b, c<;m , 

be a basis for Y. It satisfies relations of the following form: 

[va, Vb] = A ~bVC , (9.8) 

where (A ~b) are the structure constants of the Lie algebra. 
By Theorem 9.2, thefunctionsr =jv. on Td(Q) = X 

satisfy the same Poisson-bracket relations: 

(9.9) 

Theorem 9.3: Let D be an open subset of X on which the 
differentials 

dj1, ... ,djm 

have constant rank. Let ¢: D -+ R m be the following map: 

x -+ (fl(x), ... ,fm(x)) . 

Then, there is a Poisson structure on the submanifold ¢ (D ) of 
R m. If the indices are relabelled so that the dj\ ... , djm are a 
maximal linearly independent set among the (dr) on D, then 
the (j1 , ... ,f") form a function group in the senSe of Lie. 

Proof Thejm + I, ... ,fm can be written locally as func
tions ofthejl, ... ,!". 

We temporarily leave the general theory of function 
group-Poisson-cosymplectic structures in order to make 
differential-geometrically precise one version of what is 
meant (in the mathematical-physics-applied mathematics li
terature) by a "Lax representation" of a system of differen
tial equations. 

10. THE LAX REPRESENTATION OF VECTOR FIELDS 

Let us begin with one of the many possible definitions 
(in the context of differential geometry) of what is meant by 
the "Lax representation." 

Let X be a Coo, paracompact finite-dimensional mani
fold. Let V E r(X) be a Coo vector field on X. x: t -+ x(t ), 

a<;t<;b, is a (continuous piecewise C OCj curve in X. 
x -+ (dxldt)(t) E XXiI) denotes its tangent vector field. x is an 
orbit curve (or "integral curve") of V if 

dx 
- (t) = V(x(t)) for a<;t<;b. 
dt 

Definition: Let Wbe a real vector space, and let L (W) 
denote the vector space of linear maps: W -+ W. A Lax re
presentation for the vector field V E r(X) is a Coo map 
a: X -+L (W)XL (W),a(x) = (A (x), B(x))suchthatthefol
lowing condition is satisfied: 

For every orbit curve t -+ x(t ) of the vector field V, the 
curve 

t -+ a(x(t )) = (A (x(t )), B (x(t ))) 

inL ( W) XL ( W) satisfies the following differential equations: 

~A(x(t))= [B(x(t)),A(x(t))] , (10.1) 
dt 

where [ , ] denotes the commutator bracket in L (W). 
There are now many explicit examples of such repre

sentations in the physics and applied mathematics literature, 
and suggestions that it might be possible to extend the ideas 
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to infinite-dimensional manifolds and vector spaces. (Of 
course, the original Lax work, 16 based on the inverse scatter
ing method of Gardner et al. 28 was in such an infinite-dimen
sional context, but Lax did not attempt to fit it into a precise 
framework of infinite-dimensional manifolds.) 

Restricting attention to the finite-dimensional case, I 
will now describe how the basic geometry of Lie algebras of 
vector fields on manifolds may be used to construct Lax re
presentations. 

11. LAX REPRESENTATIONS CONSTRUCTED FROM 
LIE ALGEBRAS OF VECTOR FIELDS 

Let X continue as a manifold with Y a real Lie subalge
bra of r(X), the Lie algebra of all vector fields on X. 

For x EX, let 

Y(x) = 1 V(x): VE Y 1 CXX • 

A curve x: t - x(t), a<t<;b, is an orbit curve of ':<J if 

dx 
- E Y (x(t)) for a<;t<;b. 
dt 

Let 

( ILl) 

( 11.2) 

C (Y, x) = set of points which can be reached starting at 
x along a continuous, piecewise C 00 orbit 
cuve of Y. 

As we recalled in Sec. 6, C (Y, x) can be given the struc
ture of an immersed submanifold of X, and 

C(Y,x)y:) Y(y) for YEC(Y,X). ( 11.3) 

[ C (Y , x)y denotes the tangent space to the manifold 
C (Y, x) at the point y, identified with a linear subspace of 
Xy.] The pseudogroup generated by ':<J maps each C (':<J , x) 
into itself. 

Now, let V be a vector field on X such that 

V(x) E Y(x) for all x EX. ( 11.4) 

Let Wbe a real finite-dimensional vector space with 
L ( W) the vector space of linear maps: W - W. Let 

¢: X-+L(W), (3: Y -+L(W) 

be maps, with {3 linear. 
L (W)is,ofcourse,avectorspace.Fora E L (W),identify 

then the tangent space L (W)a with L (W). With this under
standing, suppose the following condition is satisfied: There 
is a Lie algebra homomorphism{3: f1 ---+ L ( W) such that, for 
each x E X, each BEY, 

¢ ... (B (x)) = {3 (B ) E L (W) . ( 11.5) 

Theorem 11.1: With the conditions stated above, (¢, (3 ) 
defines a Lax representation for the differential equations of 
the orbit curves of the vector field V. 

Proof Our hypotheses imply that there is a curve 
t-B(t) in Y such that 

dx 
- = B (t )(x(t)) for a<;t<;b . (11.6) 
dt 

Then, (11.4)-( 11.5) imply that 

~ (¢ (x(t I)) = [ {3 (B (t)), ¢ (x(t I)] , 
dt 

Robert Hermann 
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which is precisely what is meant by a "Lax representation." 
Having perceived a geometric mechanism for generat

ing Lax representations of dynamical systems, we now turn 
to investigation of the geometric-physical structure for me
chanical systems that will generate the conditions required 
for a Lax representation. 

12. GENERAL REMARKS ABOUT THE GEOMETRIC 
MEANING OF "QUANTIZATION" OF PHYSICAL 
SYSTEMS 

Let us summarize what the mathematical physicists of 
the period 1925-193029

-
31 meant by "quantization," and the 

crucial contributions made later by Moyal32 and van Hove. 33 

Let X be a manifold with a Poisson bracket structure 
( , I on the space Y(X) of C oc, real-valued functions on X. 
Then endow Y(X) with both a Lie algebra structure (the 
( , I bracket) and a commutative, associative algebra struc
ture (pointwise product). Dirac's original idea of what 
"quantization" means can be put into the following terms: 
Suppose a physical system prescribes a linear subset eJ of 
Y(X), the distinguished "observables." Form the subset of 
(fl,h) E ~ X &' such that 

UI,J21 E C . (12.1) 

Find a vector space Vand a linear mapping 

Q: I" _L (V) 

such that the following condition is satisfied: 

Q(ff = Q(f)2 for all fE (:7 , (12.2) 

Q ([ fl,J2 J) = Q (iI)Q (f2) - Q (f2)Q (iI) 

for all (f1,J2) satisfying (12.1) . (12.3) 

Dirac's work did not treat definitively the mathematical 
question of whether "quantization" could be regarded as a 
Lie algebra representation of the Lie algebra defined by the 
Poisson bracket structure on the real-valued Coo functions 
of the classical positions and momenta, although that, of 
course, was an obvious question after his work. The mono
graph by van Hove33 was a historically crucial clarification 
of this question: For the case of X = R 2n, with [ , ) the 
usual Poisson bracket structure of analytical mechanics, he 
showed that the usual "quantization" rules for Newtonian 
particle systems cannot be extended on a Lie algebra repre
sentation of all polynomial functions on X. As an alternative, 
he constructed a representation of this infinite-dimensional 
Lie algebra using the contact structure on R 2n + J. In a geo
metrically related work, Boothby and Wang34 classified glo
bally certain of these contact structures. Putting these two 
basic papers together led to the extensive "geometric quanti
zation" literature of today.35-37 

If a "quantization" cannot mean (in general) a Lie alge
bra representation of the Poisson bracket Lie algebra, what 
does it mean? Weyl and Moyal gave what seems the reasona
ble partial answer. In its general form38 it goes as follows: 

Let <if be a linear subspace of Y(X), satisfying the fol
lowing condition: 
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Forfl" .. ,Jm E .'£ which are linearly independent, there 
is a nonzero polynomial P ( '"'' ) in m variables such 
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that P (f1, ... ,Jn) = O. (In other words, the elements of 
.'£ are algebraically independent as functions on X.) 

(12.4) 

Let .9 (.'£) c .5'(X) be the algebra of functions on X 
which are polynomials in the element of .'£. Let 

p: .'£ -L (V) 

be a linear mapping of .'£ to the space of linear maps on a 
vector space V. Extend p to a mapping 

p: .9(.'£)-L(V) 

as follows: 

1 
P(fI,· .. ,Jm) = -, L p(!;,) ... p(j;J 

m. (i, ... iml 

for m = 1,2, ... , (12.5) 

where the sum in (12.5) extends over all permutations of 
(1, ... , m). [Thus, (12.5) represents "quantization by complete 
symmetrization. "] One can now carry back the Lie algebra 
structure onL (V) (i.e., operator commutator) to define a Lie 
algebra structure on .9 (.'£). If X = R 2n, with .'£ the linear 
functions on X, andp (depending on a parameterfj, Planck's 
constant), the usual Schrodinger operators (V = Coo, rapidly 
decreasing functions on R n), then the operator bracket 
pulled back to .9(.'£) is the Weyl-Moyal bracket. 30.32 It de
pends on the parameter fj and reduces, for fj = 0, to a classi
cal Poisson bracket. It defines a deformation of the Poisson 
bracket Lie algebra. 

Thus, we see that in one formulation "quantization" is 
algebraically a process of extension of linear maps by some 
process of symmetrization. Thus, it is not surprising that it 
has a close relation to invariant theory. (I pointed out in Ref. 
38 that operations occurring in the Weyl-Moyal theory were 
the transvections of classical invariant theory.) It is this alge
braic aspect of "quantization" that I want to implicate in the 
search for Lax representations of physical systems. 

13. PHYSICAL SYSTEMS GENERATED BY FINITE
DIMENSIONAL LIE SUBALGEBRAS OF A POISSON 
STRUCTURE 

Suppose the manifold X has a Poisson structure ( , J. 
Let n be an integer, and let i,j, k, ... be indices running over 
o to n with the summation convention. Suppose that 

(fi)E.5'(X) 

are a set of functions on X such that conditions (13.1 H 13.3) 
are satisfied: 

fO(x) = 1 for all x EX. ( 13.1) 

Thefl , ... ,In are algebraically independent, i.e., there is 
no nonconstant polynomial function P: R n _ C such that 

P(fI, ... ,J") 0, 

(f\PI =4%f k
, 

(13.2) 

(13.3) 

where (4 %) are real numbers. (They satisfy the Jacobi identi
ty, i.e., are the structure constants of a finite-dimensional Lie 
algebra.) 

Let .'£ be the smallest associative sub algebra of .5'(X) 
containing thefi . . if is then also a Lie subalgebra of .5'(X) 
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[because of condition (13. 3 )]. 
Let h be an element of Ji'I. Construct the vector field Vh , 

with 

Vh(l) = [h,f] for all fE Y(X). (13.4) 

Consider h as the Hamiltonian ofa physical system (ex
amples will be given below). Let ~ be the finite-dimensional 
Lie subalgebra of Y(X) spanned by thef. 

Theorem 13.1: Vh is tangent to the orbit sub manifolds 
of ~. Suppose 

ifJ: X_L(W), [3: ~ -L(W) 

are a pair of mappings such that 

[3 is a Lie algebra homomorphism, (13.5) 

for all x E X, V E ~, ifJ * ( V (x)) is the tangent vector at 
t = 0 of the curve t - ifJ (x) + t[3(V). (13.6) 

Then, Vh has a Lax representation. 
Proof This follows from Theorem 11.1. 
We can now use "quantization" ideas to construct the 

map ifJ: X - L (W). Start off with [3 given as a linear repre
sentation of the Lie algebra ~ . 

Let Ji'I be a linear subspace of Y(X) containing ~ , such 
that [3 can be extended to a linear mapping 

[3: .fi'I_L(W). 

(For example, Ji'I might be the space of polynomial functions 
on the generators of ~ , with [3 extended by "totally symmet
ric quantization," as explained in Sec. 12.) 

Let ifJ: X - L (W) be a map such that 

f(x) = tr( [3 (I)ifJ (x)) for all x EX, f E .fi'I . (13.7) 

Suppose now that h E .fi'I, and Vh is the vector field on X 
defined by the Poisson structure. Consider h as the Hamil
tonian of a physical system, so that Vh is the vector field 
which generates the dynamics of the system. Let 

t-x(t) 

be an orbit curve of the vector field Vh , 

!!...- f(x(t )) = Vh (I) 
dt 

= [h,f](x(t)) for all fEY(X). (13.8) 

Combine (13.5) and (13.6). ForfE.fi'I, 

!!...- (I(x(t))) = !!...- (tr( [3 (I)ifJ (x(t )))) 
dt dt 

= tr([3 (I) :t ifJ (x(t ))) 

= tr( [3 U h,f llifJ (x(t ))) . 

Hence, we have the following relation: 

tr~ U h,fllifJ (x(t)) - (3 (I) :t ifJ (X(t))) = 0 . (13.9) 

So far, we have made no assumption about how [3 be
haves relative to the Poisson bracket structure on Y(X). Let 
us now assume that [3 satisfies the following condition: 

[3Uh,fll = [[3(h ),[3(1)] for all fE.fi'I. (13.10) 

Combining (13.7) and (13.8) and using the following identity 
for operators in finite-dimensional vector space, 
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tr([A, B]C) = - tr(B [A, Cll, 

we have 

tr~ (ll( :t ifJ (x(t)) - [ [3 (h )(x(t)), ifJ (x(t)) 1 )) 

for all fE.fi'I . 

(13.11) 

(13.12) 

We can now state what we have proved in the following 
form: 

Theorem 13.2: Suppose .fi'I is a vector space offunctions 
on the Poisson manifold X such that the following conditions 
are satisfied: 

There is a linear mapping 

[3: .fi'I_L(W) 

which is onto. h is an element of .fi'I such that 

[3Uh,fll = [[3(h ),[3(1)] 

for all fE.fi'I. 

There is a map ifJ: X - L (W) such that: 

f(x) = tr([3(1)ifJ (x)) for all fE.fi'I. 

Form the vector field Vh on X by the rule 

Vh(l) = [h,fJ . 

Then, for every orbit curve t x(t) of Vh we have 

!!...- ifJ (x(t)) = [ [3 (h )(x(t )), ifJ (x(t)) 1 . 
dt 

(13.13) 

( 13.14) 

(13.15) 

(13.16) 

(13.17) 

In words, (ifJ, [3) defines a Lax representation for the vector 
field Vh • 

14. THE TODA LATTICE AND GENERALIZATIONS IN 
TERMS OF FUNCTION GROUP-POISSON STRUCTURES 

In Ref. 17, I have briefly described how the Toda lat
tice39

.4
0 models are described in terms of one type of function 

group. I will discuss certain elaborations of this material 
here, and then use the hydrogen atom to illustrate how more 
complicated function groups may arise naturally in physical 
problems. 

Let Mbe a symplectic manifold of dimension n. Choose 
indices as follows, and the summation convention 

l<i,j<n. 

Let (qi, Pi) be a canonical coordinate system for M, i.e., the 
symplectic form is 

(J) = dpi 1\ dqi . 

Then, 

[Pi,qjJ={j~, 

[Pi,Pj] =0= [qi,qjJ, 

( 14.1) 

(14.2) 

where [ , J is the Poisson bracket on Y(M), the Coo, real
valued functions on M. Let ai(q) be functions of the q varia
bles such that 

(14.3) 

where (c ~k)' (d ~) are constants. Set 
n 

h = I p~ + (a if . ( 14.4) 
i= 1 
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Let us now use h as a Hamiltonian to construct a set of 
Hamilton's equations: 

q=Hp.P=-Hp' (14.5) 
As shown in Ref. 17. one choice of a·s. c·s. d's (involving 

variable parameters) leads to the Toda lattice. Let us look at 
this more systematically. without specializing the choice of 
a·s. as in Ref. 17. 

Let 

o 
oql 

(14.6) 

be the coordinate vector fields on M. Let (A I) be the vector 
fields on M such that 

A,(f) = (a'Jj for fE ,r(M). (14.7) 

Since Poisson bracket is a Lie algebra homomorphism. (14.3) 
implies the following relation: 

[o"AJ] =A.{kA\ [AI.Ai] =0. (14.8) 

This makes evident the following result: 
Theorem 14,1: The vector fields (a,• A J) form a Lie alge

bra Y of vector fields on M which have the following prop
erties: 

Y is the semidirect sum of the Lie algebra ideal gener
ated by the A I and an abelian subalgebra generated by 
the a,; (14.9) 

each vector field in Y generates a one-parameter pseu
dogroup of automorphisms of the given symplectic 
structure on M. (14.10) 

Also: 
Theorem 14,2: Consider ..r(M) as a Lie algebra under 

the Poisson bracket operation. Let !t" be the linear subspace 
of ..r(M) spanned by the p" the ai

• and the constant func
tions. Then, !t" is a Lie subalgebra of ..r(M). It is a solvable 
Lie algebra, Let d be the linear subspace spanned by the a' 
and the constant function; 9 the linear subspace spanned by 
the Pi' Then. 

!t'=d+9. 

(d. dj =0= 19. 9), 

(9,djCd, 

(h.d)C9d, 

(h,9JCdd. 

( 14.11) 

(14.12) 

(14.13) 

One key question for the general theory of "integrable 
systems" is how to choose the functions 

q_ai(q) 

to satisfy these conditions. We can now determine all such 
a·s. 

The functions q - a J(q) satisfy the following differen
tial equations: 

aa J . k . 
-. =A.1ka +d1 , 
oq" , 

(14.14) 

whence 

(14,15) 
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Of course. this constant coefficient ordinary differential 
equation (with q appearing as a parameter) can be solved 
explicitly. Let a(q,l) be the element 

(al(ql ), ... , an(qt)) 

ofe. Let 

A (q) = (A.~kq) - (A Jdq)) 

be the n X n matrix which depends linearly on q. 
Let 

d(q) = (d {qi) 

(14.16) 

(14.17) 

be the element of en, which depends linearly on the param
eter q. Then 

a(q.l) = A (q)-I [1 - exp[A (q)t ]d(q) + a(O) . (14.18) 

The solutions q - a J(q) of the system (14.17) are sums 
of exponential polynomial functions in the q's; they are sums 
of functions of the following form: 

( I + + n) J, J. exp alq . . . anq q I ••• q n , (14.19) 

il, ... ,in integers, a l,···. an E e. 

This determines the physical system completely: The Toda 
lattice is one special class. Thus, in this case. we are able to 
use one type of "function group" as an ansatz to determine 
definitively a whole class of integrable systems. 

15, INTEGRABLE SYSTEMS AND FUNCTION GROUPS 
OF THE HYDROGEN ATOM-KEPLER PROBLEM TYPE 

I will now abstract out of the standard41 Lie group
theoretic treatment of the hydrogen atom a type of function 
group that seems to be one step more elaborate than those we 
have encountered in the study of the Toda lattice. 

Let M be a symplectic manifold. Let 

flJ2 --+ (flJ2j 

be the Poisson-bracket structure it determines on ..r(M). 
Choose indices and the summation convention as fol

lows: 

1 <'i,J<,n, 1 <,a. b<,m . 

Suppose 

(fl, g a. h) 

are elements of Y(M) and 

(A. % , A. :, A. ~b) 

(15.1) 

(15.2) 

are numbers such that the following structure equations are 
satisfied: 

Ifi.P) =A %fk. 
!fi. g a j = A. ~ag b , 

I ga.gb) =hA.~bf', 

0= I/,. h j = ( g a, h J . 

(15.3) 

(15.4) 

( 15.5) 

(15.6) 

Clearly, the (fi,~) form a function group. in Lie's 
sense. We are now in a situation where the full force of 
Ehresmann's theory of pseudogroups applies. In order to 
study the pseudogroup generated by the vector field generat
ed by h. we define M as follows: 
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M+ = [pEM: h(p»OJ, 

M_ = [pEM: h(p)<OJ, 

Mo= !pEM: h(p)=Oj, 

ME = !pEM: h(p)=Ej 

(15.7) 

(15.8) 

(15.9) 

(15.10) 

Then, the pseudogroup generated by the VI" Vga leaves these 
subsets invariant. Of course, on the "energy surfaces," ME' 
the pseudogroup is locally equivalent to a Lie group action. 

I will use this type of example to pose a basic problem of 
the theory: Classify locally and globally a function group of 
this type and the type of physical systems they model. I plan 
further work on this problem as well as development of its 
physical ramifications in later papers in this series. 
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We exhibit a remarkable connection between a hierarchy of higher-order special self-adjoint 
ordinary differential equations and the description of motion of a cluster of particles in classical 
mechanics. The cluster is assumed to consist of equal mass particles all moving in one dimension. 
In a perturbation schema based on the first-order equation of motion of the center of mass point, 
the time evolution of the moments of order m - 1 is governed by the solution of a special self
adjoint equation of order m. A similar connection exists for the moments of a wave packet in 
quantum mechanics. 

PACS numbers: 03.20. + i, 02.30.Hq 

I. INTRODUCTION 

Recently the present authors have discussed 1.2 a class of 
special self-adjoint ordinary differential equations. Using 
the notation of Ref. 1, hereinafter called I, the general mem
ber of this class may be written symbolically as 

Lm P = 0, m;;;.3, (1.1) 

where Lm denotes a linear mth-order ordinary differential 
operator in which the next to highest-order derivative is ab
sent. The special feature of this self-adjoint operator is that 
all its coefficients are expressed in terms of a single function, 
sayify (t), and its derivatives. MethodsforconstructingLm are 
given in I, and the first three members of the class are the 
following: 

jj + 4¢p + 2~p = 0, 

p(4) + lOifyp + lO~p + 3(~ + 3ify 2)p = 0, 

p(5) + 20ifyjj + 30~p + 2(946 + 32ify 2)p 

(1.2) 

(1.3) 

+ 4(¢ + 16¢~)p = 0, (1.4) 

where overdots mean differentiation with respect to the in
dependent variable t. Sapkarev has determined the form of 
the sixth-order member3 of this class, as well as the seventh
and eighth-order members,4 by starting with assumed solu
tions and employing a process of differentiation and elimina
tion. Indeed, an important property of the special self-ad
joint hierarchy of equations (1.1) is that the general solution, 
as was shown in I, can be written in the form 

p = b I urn - I + b2u
m - 2V + b2um - 3U2 + ... 

+ bm _ I uum -- 2 + brn um - I, (1.5) 

where u and u are two linearly independent solutions of the 
second-order equation 

ij + ify (t)q = 0 ( 1.6) 

and the bl, ... ,bm are arbitrary constants of integration. [In I 
it was convenient to write solution (1.5) in terms of solutions 
to the second-order equation 

ij + _3_ a(t)q = 0, 
m + 1 

in which a numerical factor dependent on the order m ap
pears; since here we use (1.6), the numerical factors in (1.2)
(1.4), etc., will differ from those in analogous equations in I.] 
The special self-adjoint equation of order m;;;.3 can thus be 
solved in terms of two linearly independent solutions to the 
time-dependent harmonic oscillator equation (1.6), which 
may be viewed as the lowest-order member of this class of 
differential equations. 

From our point of view of Sec. VI2 of I, solution (1.5) is 
not a surprising result. It follows naturally from a class of 
nonlinear equations of order m, in p, for which we derived a 
superposition rule for composing the solutions. In the deri
vation of this superposition rule, which is of the form 
p = x(t )r(r), dr = dt /x2

, we find that r(r) must satisfy the 
nonlinear equation 

dmr K 
-- = , K = const, (1.7) 
drm rim + II/1m - II 

while the variable x(t ) is found to satisfy simultaneously a 
hierarchy of m differential equations. The highest-order 
equation Lmx = 0 of this hierarchy is linear of order m, with 
arbitrary coefficients, and the lowest-order equation of the 
hierarchy is the second-order equation (1.6), the remaining 
m - 2 equations being nonlinear. The requirement that x(t ) 
consistently satisfy all members of this hierarchy forces con
ditions on the initially arbitrary coefficients of Lmx = 0 in 
such a way as to yield the special self-adjoint differential 
equation Lmx = O. The left-hand side of the nonlinear equa
tion satisfied by p likewise takes the special self-adjoint form. 
Therefore when K in (1. 7) is put equal to zero our problem 
reduces to the linear cased mr/d~ = O. Since, as shown in I, 
a particular solution to Lmx = 0 is given by x(t) = um 

- I, 

where u(t) is a solution to (1.6), we deduce solution (1.5) readi
ly for any order m;;;.3. See I for details. 

We thus arrive at the special self-adjoint differential 
equation and its general solution entirely within a math
ematical context detached from any physical motivation. 
However, since the appearance of!, we have found that these 
special self-adjoint equations do occur in very basic physical 
problems. One such problem is the time evolution of the 
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average moments of a one-dimensional cluster of classical 
particles. This problem was first discussed by Andrews,5 

who showed the connection between the mean-square posi
tion relative to the center of mass and the third-order self
adjoint equation (1.2). The primary goal of this paper is to 
extend Andrews' treatment to higher orders in his perturba
tion schema and to show thereby the connection with the 
higher-order special self-adjoint equations of 1. We shall 
prove that our perturbation equations for the time evolution 
of the moments of the particle cluster are solvable in terms of 
solution (1.5). As a by-product of the present treatment we 
obtain a set of m first-order differential equations from the 
analysis of the moments of order m - 1 foreachm;;;'3. When 
these m first-order equations are combined appropriately 
one obtains (1.1). Of course, m - 1 additional mth-order dif
ferential equations can be similarly generated, whose exact 
solutions can be obtained from operations on solution (1.5). 

Instead of studying the time evolution of a cluster of 
particles we could treat the evolution of a wavepacket in 
quantum mechanics. The wavepacket problem has been dis
cussed by Andrews in another paper.6 See likewise the pa
pers7

•
8 by Remaud and Hernandez, who also treat the quan

tum problem. For simplicity, in this paper we shall discuss 
only the one-dimensional classical cluster problem. 

In Sec. II we review the work of Andrews5 for the sec
ond-order moments. We note in Sec. III the results of carry
ing Andrews' perturbation series to third- and higher-order 
moments of the cluster. We relate the third- and higher
order moments to fourth- and higher-order self-adjoint 
equations. We conclude with suggestions for further work. 

II. CLUSTER DYNAMICS (SECOND-ORDER MOMENTS) 

We follow the work of Andrews5 and consider N parti
cles of identical mass M undergoing one-dimensional motion 
in the potential field V(x), the force on each particle being 
expressed by 

Mii=_av(X)! . (2.1) 
ax x~x' 

The index i = 1,2, ... ,N;;;.3 labels the particles in the cluster. 
To effect an economy of notation in subsequent equations, 
we shall write (2.1) in the form 

Mii = _ aV(xi). 
axi 

Here the notation V (Xi) means that the potential energy of 
particle i of the cluster depends only on the position Xi ofthat 
particle in the potential field V(x). 

The center of mass of the cluster is here defined by 

1 N 
X= - I Xi, 

N i~1 
and the center of mass point x satisfies the equation of mo
tion 

.. 1 N aV(xi) 
MX = - I -,-. . (2.2) 

N i~1 ax 

We define the variable X i as the position of particle i relative 
to the center of mass point 

(2.3) 
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The average of any quantity A i related to the cluster will be 
defined by 

'1= J.."'A i 

N£r ' 
where the summation is understood to be over all particles of 
the cluster. For example, the square of the position of the ith 
particle from the center of mass is (Xi)2, and the average of 
this quantity is thus given by 

%2= J.. I (X'j2. 
Ni 

(2.4) 

We refer to %2 as a second-order moment. Two other sec
ond-order moments of interest are 

(2.5) 

and 

(2.6) 

With (2.3) and the definition ofx it is a simple matter to 
obtain the identity 

MX i = _ aV(xi) + J.. I aV(x
j
). 

ax' N j ax} 
(2.7) 

We now expand aV(xvaxi in a Taylor series about the cen
ter of mass point. Thus we obtain a series in powers of 
Xi - x = Xi of the form 

aV(Xi) aV(r +x) 

axi ax 

av(x) + a
2
V(x) r + J.. a

3
V(x) (Xi)2 

ax ax2 2! ax3 

+ .... (2.8) 

Now the terms of the right-hand side of(2.7) can be replaced 
by a Taylor polynomial of any desired order. As a first-order 
approximation keep the first two terms in expansion (2.8) 
and obtain from (2.7) the equation 

Xi = ¢(t)Xi = 0, 

where 

(2.9) 

(2.10) 

Thus in this lowest order of approximation, the problem is N 
uncoupled time-dependent harmonic oscillators for the N 
particles about their center of mass. For this order, the equa
tion satisfied by x follows from (2.2) and expansion (2.8) as 

MX = - aV(x) (2.11) 
ax ' 

subject to the initial conditions x(to) = x o, x(to) = xo. Notice 
that this equation is the same differential equation as (2.1). 
Therefore, in order to determine ¢ (t), we must be able to 
solve the original equation of motion (2.1). Because of this 
fact the perturbation scheme that we develop in this paper 
may not be of great practical utility. However, we do not 
propose a perturbation scheme for solving the equation of 
motion, but rather a scheme for relating the higher-order 
moments of the cluster to the lowest-order motion of the 
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center of mass point. Equation (2.11) defines the center of 
mass trajectory of the cluster in first order. Consequently, by 
definition, we shall carry out our perturbation expansions 
about this first-order trajectory of the center of mass. We 
thus will determine x(t ), and subsequently ¢ (t ), from (2.11), 
and we use these same functions in all higher orders of the 
expansion. 

We return to the moments r, XX, and X 2 and intro
duce, following Andrews, the notation 

V"2 -. ~ 
X = X, ; = XX, liJ = X . (2.12) 

We can now use the approximate equation of motion (2.9) 
and the definitions (2.12) to derive equations satisfied by the 
second-order moments. These equations were obtained by 
Andrews,5 and they have the forms 

X=2;, 
t =liJ - ¢X, 

w= -2¢;. 

(2.13a) 

(2.13b) 

(2.13c) 

By differentiation one can eliminate; and liJ from the set 
(2.13) to obtain a third-order equation for X, i.e., 

x + 4<Px + 2~X = 0, (2.14) 

which is identical to (1.2). Hence, from (1.5) we can write the 
general solution to (2.12) in the form 

X = blu
2 + b2uv + b3v

2, (2.ISa) 

where u and v are linearly independent solutions oft 1.6). One 
may now use solution (2.1Sa) and the first-order equations 
(2.13) to find the solutions for; and liJ; these take the forms 

; = bluu + ~b2(UV + uv) + b3vv, 

liJ = blu
2 + b2uv + b3v

2. 

(2.1Sb) 

(2.1Sc) 

The constants b l , b2, and b3 can be determined from the 
initial values of X, ;, and liJ. The moments; and liJ given by 
(2.1Sb) and (2.1Sc) satisfy the linear third-order equations 

-; - (¢/~); + 4<Pt + 2(3~ - 2¢¢/~); = 0, (2.16) 

(ij - 3(~ /¢)it) + (4¢ + 3~ 2/¢ 2 - ¢ /¢)w 

(2.17) 

respectively. These last two equations can each be found by 
eliminating variables in the first-order set (2.13). Unlike 
(2.14), satisfied by the spatial moment X, (2.16) and (2.17) are 
not self-adjoint. A similar remark holds for all higher orders. 

III. CLUSTER DYNAMICS (THIRD- AND HIGHER-ORDER 
MOMENTS) 

In the next order of approximation we retain the first 
three terms of expansion (2.8), and we have from (2.4) the 
equation of motion 

(3.1) 

where ¢ (t ) is given by (2.10) as before and the new function 
e (t ) is defined by 

e (t ) = __ 1_ a
3 
V (x) (3.2) 

2!M ax3 ' 

where x(t ) is the first-order center of mass trajectory defined 
by Eq. (2.11). For this perturbation treatment to be useful, 
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the terms in e appearing in (3.1) should be small compared to 
the leading term in ¢ in the sense that 

I¢XI>lex21. (3.3) 

Assuming the validity of (3.3), which is a condition on how 
rapidly the potential may vary, the terms in e in (3.1) give a 
small correction to the motion. 

Consider next the second-order moments defined in 
(2.11). At our higher level of approximation, the first-order 
equations satisfied by X, ;, and liJ are now given by 

X=2;, 
t = liJ - ¢X - erJ, 

W = - 2¢; - 2eu, 

where rJ and u are third-order moments defined by 

rJ= r, 
u=X 2X. 

(3.4a) 

(3.4b) 

(3.4c) 

(3.Sa) 

(3.Sb) 

Thus, the corrections to second-order moment equations 
(2.13) involve the terms in e in (3.4b) and (3.4c) which in turn 
introduce the third-order moments rJ and u. The other third
order moments are 

-'-2 
K=XX, 

1"=X 3
• 

(3.Sc) 

(3.Sd) 

Next, we must find the equations satisfied by the third
order moments rJ, u, K, and 1". Using the definitions (3.S) 
along with the equation of motion (3.1) we obtain the system 
of first-order equations 

if = 3u, 

i7 = 2K - ¢rJ - e :f4 + eX 2, 

K = 1" - 2¢u - 2eX 3X + 2eX;, 

7 = - 3¢K - 3eX 2X 2 + 3eXliJ. 

(3.6a) 

(3.6b) 

(3.6c) 

(3.6d) 

Note that the third-order moment equations contain 

fourth-order moments :f4, etc. Clearly, in order to obtain a 
closed set of equations, we must neglect the terms involving 
fourth-order moments in (3.6). To the same order of accura
cy, we can also neglect the other terms in e. That those terms 
in e are small compared to the terms in ¢ also follows from 
the perturbation inequality (3.3). It thus suffices to solve the 
third-order moment equations (3.6) in the linear form 

if = 3u, 

i7 = 2K - ¢rJ, 

K = 1" - 2¢u, 

7= - 3¢K. 

(3.7a) 

(3.7b) 

(3.7c) 

(3.7d) 

These equations are to be solved for the third-order mo
ments, and then the solutions are to be used in (3.4) to obtain 
the perturbed equations for the second-order moments. 

To effect the required solution we eliminate u, K, and 1" 

from (3.7) and thus arrive at the differential equation satis
fied by rJ, i.e., 

rJ(4) + 1O¢1j + lo¢if + 3(¢ + 3¢ 2)rJ = 0, (3.8) 

which is the fourth-order special self-adjoint equation (1.3). 
The general solution for rJ from (1.S) thus takes the form 
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T/ = blu
3 + b2u

2U + b3uU2 + b4u3
. (3.9a) 

Using solution (3.9a) and the first-order system (3.7) we 
obtain the solutions for u, K, and 7 as the forms 

U = blu
2U + jb2(2uuu + u2u) + jb3(2uuu + u2u) + b4u2U, 

(3.9b) 

K = bluU2 + jb2(2uuu + u2u) + jb3(2uuu + uu2
) + b4 uU2

, 

(3.9c) 

7 = blu' + jb2u2U + ~b3UU2 + b4u'. (3.9d) 

If the initial values ufO) = I, UfO) = 0, UfO) = 0, and UfO) = 1 
are chosen then the constants b have the values 

bl = T/o, b2 = 3uo' b3 = 3Ko, b4 = 7 0 , 

Equations (3.9) can then be written in the matrix form 

m ~ 1(t {D DC ?(t I ~ ·~(t)ro' (3.10) 

where the 4 X 4 evolution matrix j( (t ) can be found easily 
from (3.9). 

The final step at this level of correction to the second 
order moments is to return with solutions (3.9) and solve (3.4) 
for the adjusted second-order moments. Note that,p (t) and 
e (t) in these equations are known functions of time given by 
(2.10) and (3.2), respectively. 

Before leaving this set of equations, we remark that the 
inverse of (3.10), 

~/'o = 1(t )-1 ;V(t), (3.11) 

leads to four first integrals T/o, u o' K o' and 70 in analogy to 
those found by Andrews5 for X 0' So' Wo. Using the latter three 
quantities Andrews was able to give a new derivation of the 
well-known Lewis invariant. On the other hand, Hernandez 
and Remaud9 have discussed the quantum-mechanical as
pect of analogous invariants involving second-order mo
ments. We shall not present the explicit forms of the invar
iants T/o' u o, K o, and 70 since they are not needed in this paper. 

The procedure to extend the analysis to higher approxi
mations is now clear. The inclusion of the next term from 
(2.8) into an approximation to the equation of motion (2.7) 
will introduce a new function 

1 a-tV(X) 
y(t ) = 3!M Jx4 (3.12) 

and associated cubic nonlinearities. The equations for the 
second- and third-order moments will now involve fourth
order moments. There are five of these moments, i.e., 

r, X 3X, X 2X 2
, XX 3

, X4. (3.13) 

If one denotes these quantities by a new set of symbols then, 
as before, by differentiation and appropriate substitution for 
X i one will obtain a set of five first-order equations in the 
new variables. One may use the condition that terms involv
inge (t ) and y(t ) are small compared tothosein,p (t). Keeping 
only the largest terms in these five moment equations, one 
thus obtains a set of five linear first-order equations that will 
yield the fifth-order self-adjoint equation (1.4) for the spatial 

momentp = r. The solution to (1.4) follows of course from 
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(1.5); the general solutions for the four remaining moments 
now readily follow. These solutions are then used to obtain 
corrections to the third-order moment equations and then to 
the second-order moment equations. 

The foregoing procedure can be continued to any high
er order in the perturbation series. At the (m - I )st order of 
moments we arrive at m first-order equations which become 
linear upon dropping all terms in e (t), y(t ), ... and keeping 
those in dJ (t ). In a systematic notation, the first-order system 
under discussion takes the form 

al = (m - I) a2, 

az = (m - 2) a3 -

am 2 - 2 am _ I - (m - 3),p am _ 3' 

am __ 1 am - (m - 2),p am 2' 

am = - (m - I),p am _ I' 

(3.14) 

Eliminating all the other ai in favor of the spatial moment 

a I = X m - I will lead to the mth-order self-adjoint equation 
(1.1). Solution (1.5) and system (3.14) can now be combined 
to yield the solutions for the remaining m - I moments. 
These m known quantities can now be used to correct the 
lower-order moment equations from the (m - 2)nd order 
down to second order (m>4). 

There is thus a direct relationship between the forego
ing perturbative treatment for the moments of a cluster of 
particles and the special self-adjoint equation introduced in 
I. 

IV. CONCLUSIONS 

We have demonstrated in this paper a close connection 
between the description of motion of a cluster of particles 
and the hierarchy of special self-adjoint differential equa
tions of I. These equations were arrived at in I from math
ematical premises without any hint of physical origin. It is 
remarkable that the very same hierarchy of differential equa
tions arises in a basic way in Newtonian mechanics. The 
special self-adjoint differential equation is in fact the key 
element to effect a perturbative solution for the time evolu
tion of the moments of the particles within a cluster. 

We fully expect the analysis of this paper to bear a close 
analogy to that required for the description of the higher
order moments of a spreading quantum-mechanical wave
packet. Extending the work of Andrews6 and of Remaud 
and Hernandez7

-
9 to third-order moments and beyond is an 

interesting topic for further work. 
We concur with Andrews5 that the present study can be 

extended to include classical particles with unequal mass, 
motion in three dimensions, mutual interactions between 
particles, and external forces. Each of these extensions is an 
important topic for future work. 

II. L. Reid and I. R. Ray, I. Math. Phys. 23, 503 (1982). 
2Note in Sec. VI of Ref. 1 there are some misprints: 
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(a) Eq. (6.13) should readp = [b,xi + 2b~,X2 + b ,- lIb i + K)xi 1 112, 

where x, and X 2 have unit Wronskian; 
(b) Eq. (6.14) should readp + 3a.jJ + ~azP = Kp-2; 

(c) Eq. (6.15) should readp = xr = (b,X, + b~2fr1r); 
(d)Eq. (6. 16) should readr'" = Kr- 2,dr = dt /X 2,X = b,X, + b~2;finally, 
the next to last sentence in this section should read "For the general solu
tion of(6.7) we need at least m - 2 constants of integration from (6.9)." 
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Lagrange equations are derived for a spinning gas cloud. The rotational and vortex velocities are 
treated as independent variables and their defining equations as equations of constraint. 
Application of the formalism of Lagrange multipliers to this case of27 variables and 18 equations 
of constraint yields nine final equations which are simple in form and contain only variables 
explicitly included in the kinetic and potential energy. 

PACS numbers: 03.20. + i, 47.30. + s 

I. INTRODUCTION 

The internal and rotational motions of a cloud of com
pressible gas expanding freely in an otherwise empty space 
was treated by Dyson. ] He studied the problem under the 
assumption that the position vector y(t ) at any time of each 
element of the gas is a linear function of its initial position 
a = y(O), namely, 

y(t) = Fa, (1) 

where nine components Fij are functions of time alone. This 
ansatz was first introduced by Dirichlet2 into the problem of 
equilibrium figures of gravitating ellipsoids. Those who are 
not familiar with this field often get a misleading impression 
from Eq. (1) that only trivial results can follow from such a 
simplifying assumption. However, prior to Dirichlet, only 
the effect of rotation was considered on the equilibrium fi
gures of gravitating ellipsoids. Now, the assumption of Eq. 
(1) adds internal vortex motion as well as the pulsation of the 
semi axes into the study of the problem. Furthermore, Eq. (1) 
contains the interactions of these three types of motion. Even 
with the aid of modern computers, these interactions are not 
yet fully explored, and Chandrasekhar's book3 is a conven
ient source for a modern account of this problem. For those 
who enjoy the study of classics, Riemann's paper4 is a Chef
d 'oeuvre of extracting a great wealth of beautiful results from 
Dirichlet's assumption. Equation (1) is one of those examples 
which illustrates in a rather dramatic way that nature is pro
found in its simplicity. Dyson found that these solutions 
have a symmetry group 0(4) whose six generators are con
stants ofthe motion. Utilizing the isomorphism between 
[0 (3) X ° (3)] and ° (4), he introduced a symmetric traceless 
(4 X4) matrix in place of the asymmetric (3 X 3) matrix Fij 
and gave the nine equations of motion an elegant form [Eqs. 
(47) and (48) in his paper]. But his equations, even in the 
symmetric and elegant form, are essentially Newtonian. 
Here, the Lagrange equations are derived for this problem. 
The difficulty in applying the Lagrangian formalism to this 
problem lies in the defining equations of the components of 
the rotational angular velocity vector in terms of the ele
ments and the derivatives of the elements of an orthogonal 
matrix. Here, we also have an additional vortex vector relat
ed in a similar manner to a second orthogonal matrix. The 
method of overcoming this hurdle was first employed by 
Kirchhoff 5 in his derivation of the equations for the transla
tion and rotation of a rigid body in a fluid. Following 

Kirchhoff, we will initially treat the rotational and vortex 
velocities as independent variables and regard their defining 
equations as the equations of constraints. We also have the 
twelve orthogonality conditions of the two orthogonal ma
trices. After carrying through the formalism of Lagrange 
multipliers for 27 variables with 18 equations of constraints, 
we will obtain, in a simple final form, the equations for the 
three major axes, the three components of the rotational ve
locity, and the three components of the vortex velocity. Our 
derivation and results are applicable to problems more gen
eral than Dyson's case. 

II. PRELIMINARIES 

In this section, we briefly describe those pertinent re
sults from Dyson's work which are needed for our derivation 
of the equations in the Lagrangian form. For details, we refer 
the reader to Dyson's paper. 

First, we represent the nine variables Fjk in Eq. ( I) in the 
form 

(2) 

where O](ajk ) and 0z(A jk ) are orthogonal and D is diagonal 
with (D], D2 , D3 ) as its diagonal elements. Dyson assumes 
that the potential energy U is a function of the temperature 
of the gas and shows that it depends only on b = det F. Now, 
due to the decomposition Eg. (2) and the orthogonality ofO] 
and Oz, we have 

b = D]D2D3' (3) 

so that the potential energy U is a function of D], D 2, D, 
alone. 

Next, before we define the rotational velocity 0), we in
troduce an antisymmetric matrix K, whose components are 
related to the components of 0) by K'm = E'm" W", where 
E'm" = 0 if I, m, n are not distinct and E'm" = + 1 ( - 1) if 
Imn is obtained from 123 by an even (odd) number of ex
changes. Now, the defining equation for 0) from the orthogo
nal matrix,OI reads 

K = ° {OJ, (4) 

where the dot denotes differentiation with respect to time 
and the superscript T indicates the transposition of the rows 
and columns. Similarly, we define the vortex velocity 4> from 
the second orthogonal matrix O2 

H=Or02, (5) 
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where the antisymmetric matrix H is related to the vector cI» 
by Him = ClmntPn. The kinetic energy Twill be a function 
explicitly of D" D" 00, and cI» alone. But b.ecause the velocities 
00 and cI» are related to a'j' aij' Aij' and Aij through Eqs. (4) 
and (5), we cannot take advantage of this simple feature of 
the kinetic energy unless we treat 00 and cI» as independent 
variables and regard the defining Eqs. (4) and (5) as equations 
of constraint. By raising the status of 00 and cI» to the indepen
dent variables, in addition to D" aij' Aij, we now have 27 
variables and 18 equations of constraint, of which the re
maining 12 are the following orthogonality relations. 

0;0,-1=0, (6) 

and 

Oi'02 -1= 0, 

where 1 is the unit matrix. 

III. DERIYATION OF LAGRANGE EQUATIONS 

(7) 

When there exist equations of constraint, the La
grangian L = T - V must be extended to include the sum 
~:: ,J.1, /., where/. represents the left-hand side of the equa
tions of constraint when written in the form/; = 0, and J.1, 
are the Lagrange multipliers. 

'8 
~ = L + LJ.1,/', (8) 

i= 1 

!!...- a:f _ a:f =0. 
dt ail, aq, 

(9) 

Both the number of variables and the number of equations of 
constraint may seem unusually large, but due to the simpli
fying fact that different sets of variables enter separate parts 
of the extended Lagrangian, the computation is relatively 
easy in spite of the number of variables involved. 

First, we use the three defining equations (4) for Wi as 
equations of constraint and multiply each equation by multi
plier fl" respectively, for the inclusion in Eq. (8). Then, be
cause there are no derivatives Wi of Wi in Eq. (8), we immedi
ately obtain 

(10) 

from Eq. (9). Similarly, denoting the multipliers for Eqs. (5) 
as <Pi' we get 

(11 ) 

Next, the set of nine variables ajk enter only through Eqs. (4) 
and (6), and for these variables, Eqs. (9) becomes 

d 
G'm = - (aljfljm ) - (aA )Im = O. (12) 

dt 

There are nine equations Glm = 0 for all combinations of 
/, m = 1,2, 3, and the repeated index ofj implies a summa
tion. A is a symmetric matrix whose components Aim are the 
multipliers A 'I' An, AJ2 = A2 , etc. for Eqs. (6). For conve
nience, the diagonal elements are divided by two before they 
are used as multipliers for Eqs. (6). fl 'm = C'mnfln. 

In order to eliminate Aim from Eq. (12), we multiply 
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each of the nine equations Glm = 0 by cljnajm (for fixed 
n = 1, 2, 3) and add the nine products to obtain 

d aT 
- (ani -) = 0, n = 1,2,3. (13) 
dt aWi 

We need the relations a1l = a 22 a 33 - a 23a 32 etc. between 
the elements of an orthogonal matrix and its cofactors in the 
above derivation. We also replaced the multipliers fl i by aT I 
aw, obtained from Eq. (10). aT law, represents the compo
nents of the angular momentum in the moving coordinate 
system of 0" and from Eq. (13), its components in the fixed 
system are constant. 

aT 
an' - = In' (14) 

aw, 
Again, if we multiply each of Eqs. (12) by cnmplj (for fixed 
n = 1,2,3,) and add the nine products, we get 

d aT aT 
- -- = cnimwi -- . (15) 
dt aWn aWm 

Equations (14) represent the conservation of the angular mo
mentum of the system. Equations (15) describe the variation 
with time of the angular velocity in the 0, system. 

In a similar manner, we obtain the corresponding equa
tions for the vortex part 

(16) 

and 

(17) 

We note that the coefficients of aT latP, in Eq. (17) are the 
vortex components tP" not the rotational components w,. 
This formal separation 00 and 4> in the final Eqs. (15) and (17) 
is not real, because of the simultaneous entry of both 4> and 00 

in the kinetic energy T, and these two motions do interact 
despite the fact that they appear to be separated in the out
look of Lagrange equations (15) and (17). 

Finally, for the three variables D, which do not enter 
into any of the equations of constraint, we need only the 
original Lagrangian and obtain 

!!...- dL. _ aL =0, 
dt aD, aD, 

i = 1,2,3. (18) 

Here, we note that D, enters in the kinetic energy term T as 
well as the potential term U so that we cannot separate the 
Lagrangian into L = T - U and use T and U separately in 
the first and second terms of Eqs. (18). Physically speaking, 
D 7 + D J etc. represent the moments of inertia and, thus, 
enter in the kinetic energy term. In Dyson's case, the poten
tial U depends only on the product D,D2D3• 

IY. DISCUSSION 

The final apparent form of the equations we obtained in 
Eqs. (15), (17), and (18) is indeed that ofthe familiar Lagrange 
equations. However, 00 and 4> are not generalized velocities 
of some hypothetical generalized coordinates. In fact, in the 
rigorous derivation given above, both 00 and 4> initially were 
introduced as independent variables, together with their de-
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rivatives cO and ~, which did not occur, but in the final La
grangian form, Eqs. (15) and (17), both (0 and tl» enter with 
the appearance of generalized velocities. Kirchhoff's power
ful method here brings out, in the form of the basic equations 
of motion, the deeply lying consistency of Dyson's formula
tion of the problem of a spinning gas cloud. 

Finally, the derivation given is applicable to problems 
more general than Dyson's case. If a dynamical system has a 
kinetic energy which is a function of Do Do (0, and cI», and a 
potential energy depending only on D;, the equations de
rived here can be applied mutatis mutandis. The separation 
of variables in Eqs. (15), (17), and (18) and the relatively wide 
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choice of T and U which satisfy the conditions in this deriva
tion of the equations should be useful in a search for analyti
cally soluble cases. 
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in Gesammelte Math. Werke (B. G. Teubner, Leipzig, 1892), p. 182. 

'G. Kirchhoff, J. Reine Angew. Math. 71, 237 (1869), also in Gesammelte 
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We analyze the difference between classical mechanics and quantum mechanics, We come to the 
conclusion that this difference can be found in the nature of the observables that are considered for 
the physical system under consideration, Classical mechanics can only describe a certain kind of 
what we called "classical observable." Quantum mechanics can only describe another kind of 
observable; it cannot describe, however, classical observables. To perform this analysis, we use a 
theory where every kind of observable can be treated and which is in a natural way a 
generalization of both classical and quantum mechanics. If in a study ofa physical system in this 
theory we restrict ourselves to the classical observables, we rediscover classical mechanics as a 
kind of first study of the physical system, where all the nonclassical properties are hidden. If we 
find that this first study is too rough we can also study the nonclassical part of the physical system 
by a theory which is eventually quantum mechanics. 

PACS numbers: 03.65.Bz 

INTRODUCTION 

What is the relation between classical mechanics and 
quantum mechanics and in which aspects are they different 
physical theories? This is the question that we should like to 
investigate. Many different interpretations of quantum me
chanics have been put forward during the years. It is indeed 
not straightforward to interpret the complicated mathemat
ical formalism on which quantum mechanics is based. 

For classical mechanics there have never been many 
discussions about the interpretation of the theory. Probably 
this is so because the interpretation of classical mechanics 
seems to be straightforward. We shall show, however, that 
there is not so much difference between the two theories and 
that a lot of the mystery of quantum mechanics is already 
present in classical mechanics. 

Often one tries to see classical mechanics as a kind of 
limit of quantum mechanics (e.g., for Ji-D). We think that 
this is not a correct way to see the relation between the two 
theories, because it starts from the idea that quantum me
chanics is a more general theory than classical mechanics. It 
becomes more and more clear that this is not the case. First 
of all, it seems to be rather impossible to give a satisfactory 
description of a macroscopical system that is well described 
by classical mechanics by using quantum mechanics. This 
should, however, in principle be possible if quantum me
chanics were a more general theory than classical mechan
ics. But even for microscopical systems already a long time 
ago a shortcoming of quantum mechanics was noted. It be
came clear that some superpositions of states of microscopi
cal systems never do occur, although they are contained in 
the description of the system by quantum mechanics. To 
take this fact into account, one introduced the concept of 
"superselection rule." A superselection rule is a rule that 
forbids certain superpositions. It is not very satisfactory that 
one has to introduce this concept a posteriori in the theory. 
There exist, however, more general theories than quantum 
mechanics where the possibility of describing superselection 
rules is present from the start. This is, for example, the case 

in the algebraic approach to quantum mechanics and also in 
the quantum logic approach. 

That it is possible to have also continuous superselec
tion rules was shown by Piron I and used by Piron to give a 
description of what he calls a Galilean particle2

• In this de
scription time is considered to be a continuous superselec
tion variable. We shall analyze how these superselection 
rules are described in this quantum logic approach. Al
though superselection rules must not be introduced a poster
iori in this theory anymore, we shall not be satisfied with this 
description. Indeed, we should try to "understand" why and 
when these superselection rules are present. This shall follow 
immediately out of the analysis that we will make in the 
following. There is another reason why we are not satisfied 
with the state of affairs as it is now. In quantum logic a 
physical system is described by the lattice of its properties 
(yes-no experiments); often the properties of a physical sys
tem are also called propositions; this, however, makes it pos
sible to confuse with the term proposition oflogic). This lat
tice plays the role of the complex Hilbert space of ordinary 
quantum mechanics. To be able to show that the lattice can 
be decomposed in the direct union of irreducible lattices [see 
Ref. 2, Theorem (2.45)] and in this way introduce superselec
tion rules, several axioms have to be satisfied in this lattice of 
propositions. We showed that some of these axioms, namely 
the weak modularity and the covering law, are axioms, that 
cannot be satisfied in nature if one wants to be able to de
scribe separated physical systems.3

-
5 As we shall show, it is 

possible to find a decomposition of the lattice of propositions 
as a direct union of irreducible lattices without the weak 
modularity to be satisfied (neither the covering law and 
neither the atomicity of the lattice has to be satisfied). To be 
able to do this we have to use a different approach to the 
problem. In this way we really understand the nature of 
these superselection rules and also the relation between clas
sical mechanics and quantum mechanics. 

What is now the most important difference between a 
classical theory and a quantum theory? In both theories the 
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concept of "state" of the physical system and the concept of 
"observable" is defined. In classical mechanics the state of 
the physical system is represented by a point in the state 
space of the system and an observable is represented by a 
function of the state space to an outcome set. If the system is 
in a state p and f is the function corresponding to a certain 
observable, thenf( p) is the value that this observable "has." 
In classical mechanics we do not specify what we mean by 
this word "has." In quantum mechanics the state of the 
physical system is represented by a ray in the Hilbert space of 
the system and an observable is represented by a self-adjoint 
operator on the Hilbert space. There is a collection of states, 
namely the eigenstates of the self-adjoint operator, such that 
when the system is in one of these eigenstates, we can predict 
that if we should perform the experiment corresponding to 
the observable in question, we would find the eigenvalue cor
responding to the eigenstate is question for the observable. If 
the system is not in an eigenstate, we cannot make a predic
tion about the value of the observable for an experiment. 
What is now the difference between these two theories? First 
of all, we can remark that quantum mechanics is much more 
specific and detailed while classical mechanics is rather 
vague. To analyze the real difference, we shall be obliged to 
specify more in detail what classical mechanics means with 
the word "has." Often it is claimed that classical mechanics 
is a theory that neglects the effect of the measurement, or less 
strong classical mechanics is a theory where the effect of the 
measurement can be taken into account while in quantum 
mechanics this is not the case anymore. This is then asserted 
to be the difference between the two theories. This difference 
does not follow out of an analysis of the two theories, but 
comes from the intuitive idea that a microscopical system is 
more easily perturbed by a macroscopical measuring appa
ratus than a macroscopical system. It reduces classical me
chanics to a very idealized theory, which, as we shall see, is 
not necessary at all. We should like to propose a concrete 
example of a physical system that we shall use to make our 
analysis. Let us consider a physical system which is a piece of 
wood. We should like to test whether the piece of wood 
burns well or not. A possible test consists of taking the piece 
of wood and setting it on fire. In general, when we perform 
the test on a piece of dry wood, the piece of wood will be 
destroyed by the test. However, for a piece of dry wood we 
can "predict" that if we should perform the test, the piece of 
wood would burn. This is the reason why we give the proper
ty of "burning well" to such a piece of dry wood. What we 
want to point out is that for a test, in general, there are two 
different aspects that need to be analyzed. 

First of all, there is the aspect concentrated on the result 
of the test. The aim of a physical theory of the physical sys
tem is to "predict" the result of a certain test, and this predic
tion is done before the test is carried out and no matter 
whether the test will be carried out. For the case of the piece 
of wood and the test that we proposed, the property of 
"burning well" must be contained in a physical theory of the 
piece of wood. There is another aspect concentrated on the 
performance of the test and the changing of the state of the 
physical system by the performance of the test. In the first 
place it is not the aim of a physical theory of the physical 

2442 J. Math. Phys., Vol. 24, NO.1 0, October 1983 

system to describe this changing of the state. This must be 
done by a physical theory of the measuring process which is, 
in fact, a physical theory ofthe joint system ofthe measuring 
apparatus and the physical system. At first sight it seems to 
be artificial to make a distinction between these two aspects. 
It is, however, interesting to make this distinction because in 
general the joint system of the measuring apparatus and the 
physical system is much more complicated than the physical 
system itself. As a consequence, it will be much easier to 
make a physical theory where in the description of the phys
ical system the first aspect is treated. It is also interesting to 
make this distinction, because the distinction is also made in 
the two existing physical theories, classical mechanics and 
quantum mechanics. In classical mechanics only the first 
aspect of the measurement is considered. The theory does 
not describe the changing of the state of the system during a 
measurement. The theory, however, makes predictions 
about the results of the measurements independently 
whether they change the state of the system or not. Hence it 
is not correct to say that in classical mechanics only mea
surements that do not change the state of the system are 
considered. Also in quantum mechanics practically only the 
first aspect of the measurement is also considered. Often it is 
pretended that the changing of the state is also described by 
quantum mechanics, in the sense that the state of the system 
after the measurement is taken to be the eigenstate corre
sponding to the value of the observable that has been ob
tain~d after the measurement. This is, however, only true for 
a special kind of measurement, which were named by Paul{' 
measurements of the first kind. A spin measurement by the 
Stern-Gerlach method is such a measurement of the first 
kind. It would be very easy to define also measurements of 
the first kind in classical mechanics. For these measure
ments also in classical mechanics the theory would then de
scribe the changing of the state of the system for such a mea
surement. The measurement to test whether the piece of 
wood burns or not is not a measurement of the first kind 
since if the test is performed and we have gotten the answer 
yes, the wood does not burn anymore. 

Often it is also claimed that the fundamental difference 
between classical mechanics and quantum mechanics is the 
fact that in quantum mechanics certain observables cannot 
be measured together, while in classical mechanics every two 
observables can be measured together. Usually one refers to 
measurements of the position of a physical system and the 
momentum of a physical system. Again in this statement no 
distinction is made between the two aspects of the measure
ment. Ifwe consider the second aspect, namely the possibil
ity of performing the measurement and the possibility of de
scribing the changing of the state by the performance of the 
measurement, then almost never can two measurements be 
performed together, neither in classical mechanics nor in 
quantum mechanics. Since classical mechanics does not 
treat this second aspect of the measurement, no distinction is 
made in classical mechanics between observables that can be 
measured together and observables that cannot be measured 
together; but clearly both sorts of observables do exist. In 
quantum mechanics the concept of compatibility of observa
bles is introduced. Two observables are compatible iff their 
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corresponding operators commute. What does this mean? 
This means that there exist a complete set of states such that 
every state of this set of states is an eigenstate of the two 
observables. Hence for such a state we can predict the value 
of both observables. However, from the theory does not fol
low at all that such compatible observables can be measured 
together, as is often vaguely stated. This can only be deduced 
if we assume that we allow only measurements of the first 
kind. So we see that compatibility of observables is not so 
easy to interpret if we think of the second aspect of the mea
surement. For the first aspects of the measurements the 
meaning is very clear; namely, it means that there exists a set 
of states such that when the system is in one of the states of 
this set the value of both observables can be predicted. 

So we can conclude from this analysis that there is no 
difference between classical mechanics and quantum me
chanics if we regard the second aspect of the measurement. 
In both cases the state of the system is very often changed by 
the performance of the experiment. There is, however, a fun
damental difference between the two theories concerning the 
first aspect of the measurement, namely the possibility in 
being able to predict the outcome of a measurement. In clas
sical mechanics, if we consider an arbitrary observable, then 
for an arbitrary state of the system we can predict the out
come of an eventual measurement of the observable. In 
quantum mechanics this is only the case for states that are 
eigenstates of the operator corresponding to this observable. 
It seems to be so that when the system is not in such a state, 
the observable is not an "element of reality" for the system in 
question. 

We use here the word "element of reality" as it was 
introduced by Einstein, Podolsky, and Rosen. 7 It is this dif
ference that gives rise to the uncertainty relations of Heisen
berg for two observables that cannot be predicted together 
(that are not an "element of reality" at the same time.) Again, 
it is not the fact that they cannot be measured together that 
gives rise to the uncertainty relations. Since in classical me
chanics an arbitrary observable is always an element of rea
lity for the system (we can always predict with certainty the 
result of a measurement for a certain observable), for every 
couple of observables, each observable is, of course, also, at 
the same time as the other one, an element of reality for the 
system, this independently of whether the observables can be 
measured together or not. 

We want again to call attention to the fact that, to be 
able to make a prediction for two observables at the same 
time, it is not at all necessary to be able to measure the obser
vables at the same time. Let us consider again the example of 
the physical system which is a piece of wood. We are going to 
consider two observables. The observable r which consists of 
testing whether the piece of wood burns well and the obser
vable {j which consists of testing whether the piece of wood 
floats on water. Both experiments change in general the state 
of the piece of wood and it is clear that they cannot be per
formed together. We can, however, for every state of the 
piece of wood predict whether it will burn well and whether 
it will float on water, and we can make this prediction at the 
same time. This fact is analyzed in greater detail on the same 
example in Refs. 3 and 4 and also can be retraced in the 
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definition of the product of two questions as defined by Piron 
in Ref. 2. After this analysis it becomes clear that we can 
distinguish very well between the observables of classical 
mechanics and the observables of quantum mechanics. 

Suppose now that we have a physical system S and sup
pose that we know what an observable is for such a system S; 
then it is very easy to define the concept of "classical obser
vable" for such a system S, and this by using only experimen
tally verifiable statements. 

Definition: An observable of a physical system is a clas
sical observable iff for every state of the physical system we 
can predict the value of the observable in this state. 

The observables used in classical mechanics are classi
cal observables. In quantum mechanics none of the observa
bles used is a classical observable, This fact is already an 
indication of the fact that quantum mechanics is perhaps not 
a more general theory than classical mechanics, because, as 
we shall explain in the following, also microscopical systems 
have in general classical observables, There are just these 
classical observables that give rise to superselection rules. 
The idea of characterizing a classical system by the fact that 
for an arbitrary experiment on such a system for any state of 
the system the outcome of the experiment is certain can be 
found in Ref. 8. There is also emphasized that such an hy
pothesis is not equivalent to the hypothesis of determinism of 
the outer world. 

I. THE DESCRIPTION OF SUPERSELECTION RULES IN 
THE QUANTUM LOGIC APPROACH 

As we remarked already, if one wants to describe super
selection rules in quantum mechanics, one has to do this a 
posteriori by decomposing the Hilbert space into coherent 
subspaces. For the case of continuous superselection varia
bles one Hilbert space is not appropriate anymore and a set 
of Hilbert spaces !JiPj is needed. This set of Hilbert spaces 
find their "natural" representation in the direct union of the 
irreducible Hilbert space lattices P (!JiPj ), where p(!JiPj ) is the 
lattice of all closed subspaces of the Hilbert space!JiPj • This is 
the way of describing superselection rules as introduced by 
Piron,l and this is also the way in which superselection rules 
appear in quantum logic. We shall shortly explain this struc
ture of direct union because we shall find a similar structure 
if we try to entangle the classical part and the nonclassical 
part of the description of a physical system. 

In quantum logic a physical system is described by the 
collection of all the properties of this physical system. A 
property is in fact a yes-no observable (an observable having 
two possible outcomes yes and no). In classical mechanics 
the yes-no observables are represented by functions on the 
phase space to the set {O,II. The set of all these functions 
forms a complete Boolean algebra. In quantum mechanics 
the yes-no observables are represented by the projection op
erators of the Hilbert space. The set of all these projection 
operators forms a lattice that is complete, orthocomple
mented, weakly modular, and atomic. It is never a Boolean 
algebra if the dimension of the Hilbert space is greater than 
1. Now a complete Boolean algebra is also a complete ortho
complemented weakly modular lattice. In quantum logic 
one postulates therefore often that the set of properties con-
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ceming a physical system is a complete orthocomplemented 
weakly modular lattice. Let us shortly define what is a com
plete orthocomplemented weakly modular lattice. 

Definitions 1.1: (i) A set:T is a "partially ordered" set, if 
there exists a relation which has the properties 

a < band b < c=:xI < C, 

a <b and b<a~ = b. 

If we have a family a j of elements of I we will denote the 
infimum of this family by 1\ j a j provided that this infimum 
exists. We will denote the supremum of this family by V;a j 

provided that this supremum exists. So we must have 

x < a j 'if i qx < 1\ a j , 
j 

a j <y 'if i q V a j <yo 
j 

(ii) A partially ordered set !t' is called a "complete lat
tice" if, for each family a; E!t', 1\ j a; and V j a; exist. 

(iii) If:T is a partially ordered set, we will say that :T is 
orthocomplemented iff :T has a least element 0 and if there 
exists a map a-a' of:T onto itself which satisfies 

a<b, then b' <a', 

a"=a and al\a'=O, 

the mapping.a-a' is called an orthocomplementation and a' 
is called the orthocomplement of a. 

(iv) If:T is a partially ordered set that is orthocomple
mented, then :T is said to be weakly modular iff 

for a < b we have (a Vb') 1\ b = a. 

Often in quantum logic one postulates only a weaker 
structure for the set of propositions of a physical system, this 
depending on what one wants to do; but one can say that the 
structure of a complete orthocomplemented lattice is the one 
used when one wants to do physics with quantum logic (see 
Ref. 2). A complete orthocomplemented weakly modular 
lattice where the distributive law between the infimum and 
the supremum is valid is called a Boolean lattice or a Boolean 
algebra. One can define the concept of c0mpatible properties 
in quantum logic. 

Definition 1.2: Two properties a, b of a complete ortho
complemented lattice are compatible iff the lattice generated 
by t a, a', b, b') is a Boolean lattice. 

For quantum mechanics we have that two properties 
represented by projection operators are compatible iff the 
projection operators commute. In classical mechanics every 
pair of properties is a compatible pair. On the other hand, if 
every pair of properties of a complete orthocomplemented 
weakly modular lattice is compatible, then this lattice is a 
Boolean lattice. This is the reason why in quantum logic one 
sees the difference between classical mechanics and quan
tum mechanics as a difference in structure of the set of prop
erties of both theories. Although a great step forward has 
been done, in the sense that in quantum logic both theories 
can be described by the same formalism, we are not totally 
satisfied with this approach. Indeed expressing the classical
ity of a yes-no experiment by means of this relation of com-
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patibility is not very satisfactory because this relation of 
compatibility is an algebraic relation that is, just as the rela
tion of commutativity of operators in ordinary quantum me
chanics, not physically interpretable. 

Let us give now the construction of the direct union of 
lattices and then explain how superselection rules appear in 
quantum logic. 

Definition 1.3: Suppose that !t'; is a collection of com
plete lattices. We shall denote the direct union of the !t'; by 
Q);!t';. An element bEQ);!t'; will be written Q) ;b;, where 
b; E!t';. We define a partial order relation as follows: 

Q)jb j <Q)jcjqbj <Cj Vi. 

It is then very easy to show that Q) j !t'; is a complete lattice 
iff every !t'; is a complete lattice. If !t' j are orthocomple
mented we define an orthocomplementation on Q);!t'; as 
follows: 

(Q) b;)' = Q) b;. 
i i 

It is then again easy to check that Q) ; !t'; is weakly modular 
iff every !t'; is weakly modular. 

Suppose now that we have an arbitrary complete ortho
complemented weakly modular lattice, then we can prove 
the following. 

Theorem 1.4: The center of a complete orthocomple
men ted weakly modular lattice is a complete Boolean lattice. 

Proof: See Ref. 2, p. 29. 
It is by means of this center that one can distinguish 

between the classical case and the quantum case, and mixed 
cases. If the center of the lattice is the whole lattice, then the 
system is described by a classical theory. If the center of the 
lattice contains only 0 and I, we have the pure nonclassical 
case. Quantum mechanics without superselection rules can 
only describe such a pure nonclassical case, because the cen
ter of the lattice P (dt} of all the projection operators of the 
Hilbert space JY does contain only 0 and I. Such a lattice is 
called irreducible. To be able to write down the main 
theorem that can be proved in quantum logic, we have to 
give some more definitions. 

Definition 1.5: An element p of a lattice is called an atom 
iff whenever a is an element of the lattice such that 0 < a <p, 
then a = 0 or a = p. 

Definition 1.6: A lattice is said to be atomic iff or every 
element a there is at least one atom p < a. 

The structure theorem that shows that every lattice of 
properties is the direct union of irreducible lattices can only 
be proved for atomic lattices that are weakly modular. 

Theorem 1.7 (Piron): Every atomic complete ortho
complemented weakly modular lattice is the direct union of 
irreducible lattices. 

Proof: See Ref. 2, p. 35. 
We shall show that an analog decomposition exists for 

lattices of properties that are not necessarily weakly modular 
and atomic. Our aim is, however, as we told in the introduc
tion to make such a construction starting with the concept of 
classical observable and not with the concept of compatibi
lity which is not clear at all physically. 
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II. THE FORMALISM 

We want to introduce classical mechanics in the follow
ing way. We have a physical system. In general this physical 
system can have classical observables and nonclassical ob
servables. A theory that studies only the classical observa
bles of the physical system in question will be classical the
ory. A theory that wants to study the physical system in 
more detail must often allow also nonclassical observables. 
Quantum mechanics is a theory that allows the study of non
classical observables. There are, however, two things that go 
wrong with quantum mechanics. First of all, it allows only 
nonclassical observables of a very specific nature, which is 
due to the very specific mathematical structure of quantum 
mechanics. As a consequence quantum mechanics cannot, 
for example, describe separated systems (see Refs. 3 and 4). 
Secondly, it does not allow the description of classical obser
vables. Hence it can in a certain sense only describe the non
classical part of the physical system. Due to these two short
comings of quantum mechanics we certainly cannot 
formulate our problem in a theory as quantum mechanics. 
Quantum logic does not have the second shortcoming; it 
allows the description of classical observables and nonclassi
cal observables. However, again due to its specific math
ematical structure it still can only describe nonclassical ob
servables of a very specific nature. We want to be able to 
formulate our problem in a theory without these shortcom
ings. Moreover, in this theory it has to be possible to define 
the concept of classical observable as we put forward in the 
Introduction. Piron introduces the concept of "question" to 
give a physical meaning to the concept of proposition (yes
no observable) that is used in quantum logic. 2 He then intro
duces the lattice of properties of a physical system from this 
concept of question. He also defines a set of axioms on this 
lattice, such that when these axioms are satisfied, the theory 
becomes a theory equivalent with quantum mechanics, but 
allows the description of superselection rules as explained in 
Sec. I. Of course, his aim was to clarify quantum mechanics, 
and therefore he was looking for a set of axioms that would 
reduce the a priori more general theory to a theory as quan
tum mechanics, with superselection rules. Two of the axi
oms, namely the weak modularity and the covering law (axi
om P and axiom A2 in Ref. 2) do not allow the description of 
separated physical systems (see Refs. 3 and 4). Also axiom C 
of Ref. 2 has to be weakened in a certain sense if one wants to 
avoid paradoxical situations for the description of separated 
systems. Therefore, we will not retain the axioms of Piron 
but only the structure of his theory without the additional 
structure implied by the axioms. We will also not only use 
this concept of question to justify the structure of the set of 
properties, but we will use the concept of questions as a basic 
work object in the theory. We shall shortly recall some defi
nitions, but the theory as we will use it is explained in Refs. 3 
and 4. In Refs. 3 and 4 another set of axioms is put forward, 
enabling us to just drop the two wrong axioms, weak modu
larity and the covering law. We want to mention that no 
claim of truth is implied in the term axiom as it is used here. 
The axioms must merely be seen as physical hypothesis. 
First of all, we introduce the concept of entity to make clear 
what we mean by a physical system. An entity corresponds 
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to a phenomenon that we can experience without being 
forced to experience also the rest of the world. It is an ideal
ization in the sense that we decide to study a well-defined set 
of properties of the phenomenon. It is possible to make state
ments about the state of the phenomenon. Such a statement 
only defines a property of the phenomenon if it is testable. A 
proposal of such an experiment to test a statement is called a 
question. Hence to define a question one has to define: 

-the measuring apparatus used to perform the experi
ment 

-the manual of operation of the apparatus 
-a rule that allows us to interpret the result in terms of 

"yes" and "no" 
A property of a phenomenon can be actual, the entity has the 
property "in acto" or potential, the entity has the possibility 
of obtaining the property. 

A. Testing of properties and the concept of truth 

A question a of an entity S is said to "true" (and the 
corresponding property is said to be "actual") iff when we 
should decide to perform the test proposed by a, the expect
ed answer "yes" would come out with certainty, 

B. Inverse questions 

If a is a question of the entity S, we can consider the 
question that consists of proposing the same test as the one 
proposed by a, but changing the role of yes and no. We will 
denote this new question by a-, and call it the inverse ques
tion. 

C. Testing several properties at once 

If we have a family of properties ai and questions a i 

testing ai' a question that tests the actuality of all the proper
ties ai' and which we will denote by 1Ti a, and which we will 
call the product of the a i is the following: 

We choose as we want, at random or not one of the ai 
and accord to 1Ti a i the answer obtained by performing the 
test of this chosen question. Clearly, 1Ti a i is true iff ai is true 
for every i. 

D. A generating set of questions 

We shall denote by Q the set of questions of the entity S. 
We will consider Q to be closed for the "product" operation 
and for the "inverse" operation. Hence, if a i EQ, then 
1Ti a i EQ, and, if aEQ, then a-EQ. We can see very easily that 
(1Ti ad- = 1Ti a i-· A subset GCQ, such that if aEG we have 
a-EG and such that 

Q= l1Ti a,lai EGj 

is called a "generating set" of questions. 

E. A physical law on the questions of an entity 

Ifwe have the situation that whenever a question a is 
true, then also the question (3 is true, we shall denote this as 

a<(3 

and we shall say "a is stronger than (3." This physical law has 
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the following properties: 
(l)a<a, 
(2) if a </3 and /3 < r, then a < r, 

where a, /3, and r are questions. Hence < is a preorder rela
tion on Q. 

F. Properties of an entity 

If a and /3 are questions of an entity S such that 

a </3 and /3 <a 

then we will say that a is equivalent to /3 and we will denote 
a ;:::;/3. If a ;:::;/3, then a and /3 test the same property of the 
entity. This is why we shall identify the properties of the 
entity with the classes of equivalence of questions. The col
lection of properties of the entity we will denote by it'. The 
collection of questions that are never true we will denote by 
O. For an arbitrary question a we have a·a-EO. It is easy to 
see that OEit'. 

A trivial question is a question that is always true. If 7] is 
a trivial question and 72 is a trivial question, then 7];:::;72, 

Hence all the trivial questions define a property that we will 
denote by I. The preorder relation < on the set of questions 
induces a relation on the set of properties, if a, bEit' 

a < b iff a </3 for aEa and /3Eb. 
I t is easy to see that < is a "partial order relation." Hence it' 
is a "partially ordered set." 

If a j is a family of properties and a j Ea j , let us then 
denote the property tested by 1Tj a j by 1\ j aj • 

It is easy to see that 1\ j a j is an infimum of the family a j • Let 
us define now for an arbitrary family a i 

Vaj = 1\ b. 
i GJ < b V j. hE<:/, 

Then Vi aj is a supremum for the family aj . This shows that 
it' is a "complete lattice." 

G. The set of states of an entity 

The state of an entity is the set E of all actual properties. 
We can remark that this state is totally determined by the 
infimum of this set E. Indeed if 

p = I\a 
GEE 

then E = ! a iP < a, aEit'). In the following we will represent 
the state E of the entity by the property p. We will denote by ~ 
the set of all states. 

We can see that a is actual iff the entity is in a state p 
such the p < a. This shows that for every aEit' we have 

a= V p. 
P<G 

Therefore, we will say that ~ is a ''full set of states" for it'. 

H. An orthogonality relation 

If p and q are two states ofS, we will say that p is orthog
onal to q, iff there is a question r such that r is true if S is in 
the state p and r- is true if S is in the state q. We will then 
denote piq. If p, q, r, SU, then 
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(I)plq=>qlp, 
(2)plq and r<p and s<q, then rls, 
(3)plq=::;.pl\q = O. 

We shall say that two properties a, bEL are orthogonal iff for 
every p, qu such that p < a and q < b we have p lq. We shall 
also denote alb. 

In Refs. 3 and 4 is shown in which way this formalism 
can be found in classical mechanics and in quantum mechan
ics. As we remarked already in the Introduction, in classical 
mechanics every property of the entity corresponds with a 
subset of the state space, namely the subset of all those states 
that make the property actual. In quantum mechanics every 
property corresponds to a projection operator, because these 
are indeed the self-adjoint operators with two possible out
comes, yes and no, or we can also say that every property 
corresponds to a closed subspace of the Hilbert space, name
ly the closed subspace of all the eigenstates of the projection 
operator with eigenvalue I. 

I. Elements of reality and completeness of the theory 

Let us recall the definition of an element of reality given 
by Einstein, Podolsky, and Rosen (EPR): 

"If without in any way disturbing a system, we can pre
dict with certainty the value of a physical quantity, then 
there exists an element of reality corresponding to this phys
ical quantity." 

If we know that the proposal of a test has an answer that 
is certain, then we know that one of the questions a or a
corresponding to this test is true. So we see that the "true 
questions" that we defined are just the elements in our theory 
that correspond with the elements of reality of the entity. 
Now our theory examines a set of questions of a pheno
menon. This set of questions defines an entity. The condition 
of completeness put forward by EPR is the following: "A 
theory is complete if every element of reality has a counter
part in the theory." Certainly, EPR did not mean that a 
theory should describe all the possible elements of reality of 
the phenomenon. A theory never describes exactly the phen
omenon, but always an entity corresponding to this pheno
menon. Therefore, we shall say: "A theory is complete ifit 
can describe every possible element of reality of the pheno
menon, without leading to contradictions." 

In Refs. 3 and 4 we show that this is not the case for 
quantum mechanics. By construction this is the case for the 
theory that we put forward. If we add elements of reality to 
the entity, we just have to add the corresponding questions, 
and we will never find contradictions since the structure of 
the theory does not change by adding questions or taking 
questions away. 

III. THE CLASSICAL PART OF THE DESCRIPTION OF AN 
ENTITY 

A. Classical questions and classical properties 

After the analysis that we made about the difference 
between classical mechanics and quantum mechanics, we 
can very easily invent the definition of a "classical question." 

Definition 3.1: A classical question is a question for 
which we can predict the answer for every state of the entity. 
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It is very easy to see that a is a classical question iff a is 
true or a- is true for any state of the entity. 
The two questions y and 0 defined in the Introduction for the 
piece of wood are both classical questions. The question y·o 
is not a classical question. Indeed it is very easy to put the 
piece of wood in such a state that neither y./j nor (y·o tare 
true: for example, if the piece of wood is wet and floats on 
water. Then the answer that we get for the question y./j can 
be "yes" or "no" depending on whether during the test cor
responding to y.o we choose to perform the question 0 or the 
question y. Let us explain why this is the case. Suppose that 
we denote by c the property of the piece of wood tested by y 
and by d the property of the piece of wood tested by 0. Hence 
c is the property "the piece of wood burns well" and d is the 
property "the piece of wood floats on water." 

Let us denote by c' the property tested by y- and by d ' 
the property tested by 0 - . Hence c' is the property "the piece 
of wood does not burn well" and d ' is the property "the piece 
of wood does not float on water." 

The property tested by y.o is c 1\ d "the piece of wood 
burns well and floats on water" and the property tested by 
(y.o)- = y-·o - is c' 1\ d' "the piece of wood does not burn 
well and does not float on water." For a piece of wet wood 
that floats on water both properties c 1\ d and c' 1\ d ' are po
tential. This example shows that, first of all, there is no "logi
cal" necessity for a question to be classical and, secondly, it is 
very easy to find an example of a nonclassical question. We 
can even show that every nontrivial product question is a 
nonclassical question. 

Theorem 3.2: If a j are questions of an entity S, then 
1Tj a j is a classical question iff for every i, j we have a j ;:::;;aj 

and a j are classical questions. 
Proof Suppose that 1Tj a j is a classical question; then 

1Tj a j is true or (1Tj a j t = 1Tj a j- is true. Suppose that a j is 
true, then 1Tj a j- is not true. As a consequence, 1Tj a j is true. 
Hence a j is true 'tI i. Clearly also a j are classical questions .• 

Hence a classical question can only be a product ques
tion of equivalent classical questions. We could have expect
ed this result since from the definition of a classical question 
immediately follows that a classical question is a primitive 
question as defined in Ref. 4. Already a primitive question 
can only be a product question of equivalent primitive ques
tions as is shown in Theorem 4.2 of Ref. 4. However, every 
primitive question is not necessarily a classical question. It is 
this fact which for the first time appeared in quantum me
chanics. Quantum mechanics treats primitive questions that 
are not classical questions. 

B. The classical property lattice 

The problem that we want to consider is the following: 
Which kind of theory do we find if we decide for a certain 
phenomenon to consider only the classical questions of the 
phenomenon and to study the set of properties generated by 
these classical questions. Let us introduce the necessary 
symbols to be able to treat this problem. Let us call K the set 
of all classical questions of the entity S, and let us call C the 
set of questions generated by K. Hence 

C = {1Tj aj la j is a classical question j. 
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Definition 3.3: A property of the entity S that can be 
tested by a product of classical questions will be called a 
classical property. 

Let us denote by CC the set of all classical properties. We 
shall call CC the "classical property lattice" of S. We shall 
show that the study of the classical properties of the entity S 
can always be done by a theory as classical mechanics. First 
of all, we remark that everything that can be shown for the 
structure of an arbitrary property lattice is, of course, also 
true for C(J. Hence CC is a complete lattice. We have to be 
careful now. Indeed, if aEC(;, this means that there exists a 
question 1Tj a j ofS testing a, where a j are classical questions 
ofS. Now 1Tj a j determines uniquely an element of X. Let us 
denote this element by f(a). Mathematically a and f(a) are 
different objects. Indeed a is an equivalence class of ques
tions of C(; while f(a) is an equivalence class of questions ofQ. 
Hence we have that if aEa then aEf(a), but not necessarily the 
inverse. Physically, of course, a and f(a) indicate the same 
property of the phenomenon under consideration. Let us 
study more in detail this classical property lattice of the enti
ty S. 

C. Classical mixtures and the classical state space 

If c is the collection of all properties that are actual for 
the entity S, as we explained in Sec. II G we represent the 
state of S by means of the minimal element of c. We can 
consider now 1], the collection of all classical properties that 
are actual. Then f( 1]) C c. This collection 1] we will call the 
"classical mixture" of the entity S. Again as we did for the 
state ofS we shall represent this classical mixture ofS by the 
minimum of this collection 1]. So w = 1\ GET/a. 

Note that for every state p we find a unique classical 
mixture wp such that p <f(wp). But, if w is actual, the entity 
can be in different states. This is the reason why we call wa 
mixture. The collection of all classical mixtures of the entity 
we will denote by fl, and we will call fl the "classical state 
space" ofS. From Sec. II G follows that fl is a full set for C(; 

and from II H we have an orthogonality relation that is de
fined on fl and on C(;. Namely, two classical mixtures wand v 
are orthogonal iff there exists a classical question y such that 
y is true ifS is in the classical mixture wand y- is true ifS is in 
the classical mixture v. We shall denote wlv. 

Theorem 3.4: Two different classical mixtures of S are 
always orthogonal and the classical mixtures ofS are atoms 
of the classical property lattice C of S. 

Proof Suppose that wand v are two different classical 
mixtures ofS. There exist questions 1T a EW and 1TfJ· EV such 

I 1 J J 

that a j and fJj are classical questions. Since w 1= v, we must 
have w<tv or v<tw. Suppose w<tv. Suppose that S is in the 
classical mixture w. Then v is not actual. So there is at least 
one j such that fJj is not true. But since fJj is a classical ques
tion, it follows that /3 j- is true. If S is in the classical mixture 
v, then /3j is true. This shows that wlv. 

Let us consider now an arbitrary classical mixture w of 
the entity S. Suppose b is a classical property of S such that 
0< b < wand b 1=0. If b is actual, the entity is in a classical 
mixture v < b. But then v < w. From this follows that 
v 1\ w = v. But then v cannot be orthogonal to w. Hence 
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v = w. As a consequence, b = w, which shows that w is an 
~om. • 

This theorem shows that the orthogonality relation on 
the classical states space becomes trivial as is indeed the case 
in classical mechanics, where one does not use the notion of 
orthogonal states. This theorem also shows that the classical 
mixtures of the entity become atoms of the classical property 
lattice y; . As a consequence, we can say that points! w] , 
where w6fl, really represent the classical mixtures of the 
entity as one has in classical mechanics. To be able to see that 
the part of the entity represented by the classical properties 
can really be described by a theory as classical mechanics, we 
shall introduce the state space description of an entity. 

D. The state space description of an entity 

If ~ is the set of states of the entity S, we can consider 
the lattice P (~ ) of all subsets of~. We can consider then the 
map that makes correspond with every property a the set 
,u(a) of all the states that make a actual. Hence 

,u:!/,--P(~) 

a--!p!p<a,pu ]. 

It is easy to see that,u has the following properties: 
Theorem 3.5: If a, b, ai E!/', then: 
(i) a < b iff ,u(a) C,u(b ), 
(ii),u is injective, 
(iii) ,u( 1\ i ai ) = ni,u(ai ), 
(iv) ,u(O) = (/J and ,u(I) =~, 
(v) alb=?,u(a)1,u(b ). 
Proof See Ref. 3, Theorem 3.1. • 
The reason why it is impossible to describe an entity by 

just considering the set of states of the entity is because, first 
of all, one loses the orthogonality relation, but, even when we 
should think of a state space with an orthogonality relation, 
it would in general not work. This is so because the points 
Ip] of P (~ ) do not necessarily correspond to states of the 
entity. Indeed, if pu and p is not an atom of !/', then there 
exists at least one qu such that q=/=p and q <po But then 
! q,p] C,u(p) such that ,u(p)=/= Ip] and Ip] does not corre
spond to a state of the entity. In this case, of course, it makes 
no sense to try to describe the entity by means of ~ alone 
without considering!/'. 

Let us define Ii = II v ]1 v6fl ], then Ii is a full set for 
P (11 ), and in the usual state space description of classical 
mechanics it is Ii that represents the set of states. We shall 
also define the trivial orthogonality relation in P (11 ), which is 
the following: 

IV]llw]glv] =1= [wI· 

Then we can show that, for the classical state space of the 
entity, problems of the kind mentioned above do not occur 
such that we can describe the classical part of the entity by 
using Ii and classical mechanics. Let us therefore consider 
the map 

,uc : y; --P (11 ), 
a--I vlv < a;v6fl]. 

Theorem 3.6: The map,uc is an isomorphism of 11 onto 
Ii. 

Proof Since the classical mixtures are atoms of C we 
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have that for every vEil,,uc (v) = I v j. We also have 

Vlwgv=/=wgl v] =/= I w]glvjll w]g,uc(v)1,uC(w). • 

Often it is claimed that the lattice of properties of an entity 
described by classical mechanics in a state space 11 must be 
isomorphic to P (11). The classical property lattice Y; is, in 
general, however, not isomorphic to P (11 ), because the map 
,uc need not be surjective. The reason that one claims that Y; 

should be isomorphic to P (11 ) is because once again does not 
make a distinction between the "statements" that can be 
made about the state of an entity and the "properties" of an 
entity. Of course, the set of all statements that can be made 
about the state of an entity must be isomorphic to P (11 ), be
cause we can always put an arbitrary statement in the follow
ing form: "Is the state v of the entity contained in the subset 
A of 11 .. and in this way make correspond to this statement 
the element A of P (11 ). This defines an isomorphism between 
the set of statements and P (11 ). 

A statement does, however, only define a property ifit is 
testable as we explained in II A. This is the reason why in 
general the map,uc is not surjective. Let us try to see this 
with an example. We consider again the phenomenon which 
is a piece of wood and we suppose that we want to study only 
the two questions y and 8. 

Let use construct the property lattice of this entity. A 
generating set of questions is the following: 

G = 11",1"-,y,y-,8,8-J, 

where 1" is a trivial question. The set of properties corre
sponding to this generating set is the following: 

:5 = [1,O,c,c' ,d,d']. 

We have 

y.8EC 1\ d, y-.8Ec'l\d, y·8-Ecl\d', y-.8-Ec'l\d'. 

These are the only new properties defined by the product 
questions. They are also the states of the piece of wood. As a 
consequence, 

!/' = IO,I,c,c',d,d',cl\d,c' I\d,cl\d',c' I\d'] 

and 

~ = I c 1\ d,c 1\ d ',c' 1\ d,c' 1\ d ']. 

Since both questions y and 8 are classical questions, we have, 
of course, Y; = !/', 11 = ~. (See Fig. 1.) 

Let us consider now the map 

,u = !/,--P(~); 

then it is easy to see that,u is not a surjective map. For exam
ple, the element I c 1\ d,c 1\ d ',c' 1\ d ] is not an image of ,u. 

, 1\ d' 

FIG. I. 
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This element corresponds to the statement "The piece of 
wood bums well or floats on water." 

There is a priori no question to test this statement. This 
comes from the fact that the performance of the test y and 15 
corresponds to different experimental setups that cannot be 
realized together. Indeed, it is possible in this case to intro
duce an experiment that makes this statement testable. The 
experiment is, for example, the following: 

We take the piece of wood and break it into two pieces, 
and we perform the test y on one of the pieces and the test 15 
on the other piece. This experiment has four possible out
comes! yes, yes J, ! yes, no J, ! no, yes J, and! no, no J. We can 
define new questions by means of this experiment. We define 
the questions: 

y.:i 15 that consists of performing the experiment and 
giving the answer yes if we have the outcome! yes, yes J ; 

otherwise, we give the answer no. 
y V 15 that consists of performing the experiment and 

giving the answer yes if we have one of the outcomes ! yes, 
yes J, ! yes, no J , or ! no, yes J . We give the answer no if we 
have the outcome! no, no J . 

yeo that consists of performing the experiment and 
giving the answer yes if we have one of the outcomes! yes, 
yes J or ! no, no J . We give the answer no if we have one of the 
outcomes ! yes, no J or ! no, yes J . 

y.:i 0, Y V 0, and yeo are classical questions. y.:i 0 is a 
question that tests whether the piece of wood bums and 
floats, y V 0 is a question that tests whether the piece of wood 
bums or floats, and yeo is a question that tests whether the 
piece of wood bums and floats or whether it does not bum 
and does not float. Of course, we suppose here that the 
breaking of the piece of wood into two pieces does not change 
the properties c and d of the piece of wood. So we suppose 
that we can attribute properties to the original piece of wood 
by making tests on pieces of this original piece. We feel very 
well that this procedure will not hold for an arbitrary entity. 

A set of generating questions is now the following: 

G = ! 7, 7-, y, y-, 0, 0 -, y .:i 0, y .:i 0 -, 

y- .:i 15, y- .:i 15 -, y V 0, 

y- V 0, Y V 0 -, y- V 0 -, y e o,y- e 0 J. 
The set of properties corresponding to G is the following: 

:§={/,O,c,c',d,d', cAd, cAd', c'Ad, 

c' Ad', cVd, cVd', c'Vd, c'Vd', 

(c Ad) V (c' Ad'), (c Ad ') VIc' Ad )J. 
We can see very easily that no new properties are defined by 
the product questions. Hence .!£ = :§. 

The set of states did not change by adding these new 
questions, which shows that they are not so important for the 
theory. So 

~ = ! c Ad,c Ad ',c' A d,c' Ad' J (see Fig. 2). 

We have 

(cVd)A (c' V d') = (cAd') V(d Ac'), 

(cVd')A(c'Vd) = (cAd)V(c' Ad'). 

If we now consider the map f.l: .!£ ~P (~), we see that it is an 
isomorphism. For example, 
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FIG. 2. 

Ii(C V d) = ! cAd, cAd', c' Ad J, which was the missing 
statement. 

d' 

We can now wonder what would be the weakest axiom 
that we can formulate, such that we do have an isomorphism 
between CtJ and P (Il ). 

Theorem 3.7: The 

lie: CtJ ~P (Il ) 

a~!wlw<a,wEfll 

is an isomorphism iff for every classical mixture w the state
ment "the entity is in a classical mixture different from w" is 
a classical property. 

Proof Suppose that lie is an isomorphism. Consider 
then the property a = lie 1(1l \lidw)). Then we have: a is 
actual ¢:> the entity is in a classical mixture v < a, ¢:> the 
entity is in a classical mixture v such that lidv) C fJ \lidw), 
¢:> the entity is in a classical mixture v¥- w. 
Suppose now that for an arbitrary classical mixture w the 
statement "the entity is in a classical mixture different from 
w" is a classical property, and let us denote this classical 
property by w'. To show that lie is an isomorphism, we only 
have to show the surjectivity of lie. Suppose AEP (fJ ). Con
sider the classical property 

a = Aw' 

Then 

= fJ \(Il \A) = A. • 
E. The classical part of the description of an entity and 
classical entities 

As we showed in the foregoing, we can study the classi
cal part of an entity by means of the classical property lattice 
which leads to a theory as classical mechanics. Let us now 
see in which way this classical property lattice is a sublattice 
of the property lattice of the entity. 

Theorem 3.8: The mapfCtJ~.!£ has the following 
properties 
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(i)f(O) = 0, f(l) = I, 
(ii) a < b ifff(a) <f(b ), 
(iii)f( Ajad = AJ(aj), 
(iv) if p is a state such that p <f(a), then there exists a 

classical mixture w < a such that p <f(w), 
(v) alb ifff(a)Jf(b) for a,b,a j EYJ. 
Proof If wlv, then clearly f(w)lf(v). Suppose now that 

f(w)lf(v); thenf(w) Af(v) = O. Hencef(w A v) = o. As a 
consequence, w A v = O. There exits a question 1Tj a j EW, 
where a j are classical questions. If v is actual, then w is po
tential. As a consequence, there is at least one i such that a j-

is true. Clearly, if w is actual, then a j is true. This proves that 
wlv. If alb, then for w < a and v < b we have wlv. Consider 
now two states p and q of the entity such that p <f(a) and 
q <f(b). Then there exists classical mixtures wp <a and 
Wq < b such that p <f(wp) and q <f(wq ). Thenf(wp )If(wq ) 

and, as a consequence,plq. Hencef(a)lf(b). Suppose now 
thatf(a)Jf(b ). Consider w < a and v < b. Thenf(w) <f(a) and 
f(v) <f(b ). Hencef(w)lf(v). From this follows that wlv. As a 
consequence, alb. • 

If an entity S has only classical properties, we will say 
that S is a "classical entity." From Theorems 3.6 and 3.7 
follows that such a classical entity can always be described 
by a theory as classical mechanics. 

IV. THE NONCLASSICAL PART OF THE DESCRIPTION 
OFANENTITV 
A. The nonclassical components of the property lattice 
of an entity 

Now that we have studied the classical properties of an 
entity S, let us try to see what we can say about the nonclassi
cal properties of S. For wEil we can consider 

J", = !alaEJ and a<f(w)j. 

J IV is the collection of all properties of S that are stronger 
than the classical mixture w. Let us remark that none of the 
properties of J IV except 0 and ware classical properties. 
Hence J'I> is a collection of nonclassical properties. If the 
entity S is a classical entity, then, for each w, x w is the 
trivial lattice consisting of 0 andf(w). Let us now define 

2 = !plpELandp<wj. 
'" 

2/L' is the collection of all states of S that make the classical 
mixture w an actual property. 

Theorem 4.1: If a j E.:£' w' then A j a j EX wand 
V j aj EY wand 2w is a full set for J w' The orthogonality 
relation on J defines an orthogonality relation on J w • 

For an entity S that we describe by its classical property 
lattice, !.t' w describes the hidden properties ofS if S is in the 
classical mixture w. We shall call J w the "nonclassical com
ponent" corresponding to w. 

We remarked already that, although a andf(a) repre
sent physically the same classical property, mathematically 
they are different objects. To enlighten the notation we will 
often for both objects aEYJ andf(a)EY use the notation a. 
This will not lead to any confusion. 

Theorem 4.2: Suppose that x is the property lattice of 
the entity Sand n is the classical state space of S and x w , 

wED, are the nonclassical components ofS. If aE.:£', we have 
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a = V (aAw). 
«:Ell 

If a, bEJ, we have 

a <bqa Aw<bAw 'V wEil, 

alb<;:::;>aAwlbAw 'V wEil. 

If aj EJ, we have 

~(~ajAw)= ~(~(ajl\w)). 
Proof Suppose that a is actual. Then the entity is in a 

statep < a. There is, however, also a classical mixture w such 
thatp < w. Hencep < wAa. But thenp< V WE!J (a Aw). This 
shows that a < V WE!J (a A w). Since a A w < a for every w, we 
also have V IVE!J (a A w) < a. If a < b, then a A w < b A w. If 
a A w < b A w for every w, then V w (a A w) < V w (b A w); 
hence a < b. If alb, then a A wlb A w. Suppose now that 
a A wlb A w 'V w. Take p < a and q < b, where p, qEL. Then 
p <a Aw and q < b A v for w, vEil. If w#-v, then wlv and so 
plq. If w = v, then a A wlb 1\ v, and as a consequence plq. 
This proves that alb. If aj E,:£', we have 

~ ( ~ (a j AW)) actual <;:::;> 'V i, V w(a j Aw) actual 

<;:::;>'V i, 3 w such that a j A w is actual. 

Hence for i we have a Wj such that aj A Wj is actual. Take j #- i; 
then we have a Wj such that aj A Wj is actual. Then 
aj AWj Aaj AWj is actual. This shows that Wj = wj; other
wise, Wj A Wj = O. Hence 

o ( ~ (a j A W)) actual 

<;:::;>3 w such that 'V i aj Aw actual 

<;:::;>3 w such that Aaj Aw actual 
j 

<;:::;>A (Aa j AW) actual. 
IV , 

B. Decomposition of the property lattice in its 
nonclassical components 

• 

Theorem 4.2 shows that we can replace every property 
a of S by its component properties [a A w j. This means in a 
certain sense that if we know the classical property lattice of 
the entity and all the nonclassical components of the entity, 
then we know the property lattice of the entity. And this is 
reflected by the fact that the property lattice is the direct 
union of the nonclassical components. Hence the direct 
union that we want to consider is 

As we remarked in Sec. I, this direct union is a complete 
lattice. It has a natural orthogonality relation 

(!/) awl(!/) bw iff awlbw 'V w, 
U' w 

and it has a natural set of "states" which is a full set 

l' = {(!/) Ov(!/)Pw' where PwELw}. 
v",w 

Let us show that l' is a full set for (!/) w X w' The elements of1' 
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are of the form Ql v",wOvQlpw' wherepwEIw. We will denote 
such an element by Pw . We shall prove that for aEQl w!;t' w we 
have 

a=V p. 
p<a. pEI 

If p~, then p = Pv for some v. Now p < Ql waw iff Pv < av· 
Suppose now that Ql waw < Ql wbw 

qaw <bw 'tJ w 

q\pw < bw for every Pw < aw I 'tJ w 

This shows that 

Theorem 4.3: Suppose that !;t' is the property lattice of 
an entity S and ~ is the state space of Sand il is the classical 
state space of Sand !;t' w' W E il are the nonclassical compo
nents ofS. Let us define the following map: 

a-Ql (a /\ wI; 
w 

then J.l satisfies the following properties: 
(i) J.l(0) = 0 and J.l(I) = I, 
(ii) a < b iff J.l(a) <J.l(b ), 
(iii) J.l( /\ i a;) = /\ iJ.l(a;), 
(iv) alb iff J.l(a)J.llp(b ), 
(v) J.l:2:-~ is an isomorphism. 
Proof If a < b, then 

a<bqa/\w<b/\w 

qQl (a /\ w) < Ql (b /\ w) 
w w 

qJ.l(a) <J.l(b ), 

J.l( 0 ai) = ~ ( 0 ai /\ w) 

= 0( ~ai /\w) 

If p is a state of S, there is only one classical mixture w such 
that p < w. From this follows that J.l(P) = Pw' Take Pw~; 
thenpw = Ql v",wOvQl Pw' wherepwEIw' But thenpwEI and 
J.l(Pw) = Pw' If p, qEI, then 

plqqp /\ wlq /\ w 'V w 

qJ.l(P)lp(q). • 
So the direct union Ql w!;t' w plays the same role for a general 
entity as P (il ) plays for the classical part of the entity or for a 
classical entity. Indeed, Theorem 4.3 reduces to Theorem 
3.5 and Theorem 3.6 for a classical entity. Again, the map J.l 
is not an isomorphism because Ql w!;t' w represents the set of 
statements about the entity, and some of these statements are 
perhaps not testable and in this case do not correspond with 
properties of the entity. What is important, however, is that 
we have an isomorphism between the state space ~ and ~. 
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The statements that are contained in Ql w!;t' wand that 
are not testable would in any case not lead to new states of 
the entity if they would have been testable (or if we would 
enlarge the entity by inventing questions to test these state
ments). 

C. Pure nonclassical entities 

We introduced already the concept of a classical entity. 
This is an entity of which every property is a classical proper
ty. The other extreme situation is the one where the property 
lattice of the entity has no classical properties except 0 and I 
which are always classical properties. Such an entity we will 
call a pure nonclassical entity. This classification agrees very 
well with the structure Theorem 4.3. Indeed for the property 
lattice of a classical entity all the nonclassical components 
!;t' ware trivial lattices \ O,w I, and the Ql w!;t' w is isomorphic 
toP(il). 

For the property lattice of a pure nonclassical entity the 
classical property lattice C(j is a trivial lattice \ 0, I) and then 
Ql w!;t' w = !;t'. In general, an entity will have both classical 
and nonclassical properties. 

D. An entity described by quantum mechanics cannot 
have classical properties except 0 and I 

One of the great shortcomings of quantum mechanics 
in one Hilbert space JY is that while it is capable of describ
ing nonclassical properties of an entity, it is uncapable of 
describing classical properties of an entity. 

Theorem 4.4: If an entity S is described by quantum 
mechanics in a complex Hilbert space JY, then S has no 
classical properties except 0 and I, and so the entity is neces
sarily a pure nonclassical entity. 

Proof Consider an arbitrary property a of the entity in 
question, tested by a question a. In quantum mechanics this 
property is represented by the projection operator P a on the 
closed subspace of the states that make a actual. The ques
tion a- defines a property bla and hence is represented by a 
projection operator P b < 1 - P a • Consider two nonzero vec
tors x, yE JY such that P a (x) = x and P b (y) = y. Then clearly 
x + y is no eigenvector of P a and no eigenvector of P b • 

Hence, if the entity is in the state represented by x + y, then 
neither a nor a- is true. This shows that a is not a classical 
question. • 

Ifit is clear that quantum mechanics properly used can
not describe nontrivial classical questions, it is not amazing 
at all that every time that one tries to describe a physical 
system that manifestly has classical properties (e.g., the part 
of the measuring apparatus that we use during a measure
ment) with the formalism of quantum mechanics, one en
counters the greatest difficulties. It is also clear then that 
quantum mechanics is not a more general theory than classi
cal mechanics. Both of them are special cases of a more gen
eral theory, and this explains why it is so hard to draw them 
together. 

E. Example that shows that not every entity is a 
classical or a pure nonclassical entity 

If we consider an entity S that exists in space and time, 
then we can in principle construct the following experiments 
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for the entity. We put the entity between two oppositely 
charged parallel plates. If the entity feels a force in the direc
tion of the positively charged plate, we say that it has a nega
tive charge. If it feels a force in the other direction, we shall 
say that it has a positive charge. If it does not feel a force at 
all, it is uncharged. 

We define the question a that consists of performing the 
experiment giving the answer "yes" if we find a negative 
charge. Otherwise, we give the answer "no." Experimental
ly, one verifies that, for all the entities in nature for which it 
makes sense to define the question a, the question a is a 
classical question. Indeed for every entity its charge is nega
tive or nonnegative. There does not exist a state of the entity 
such that, in measuring the charge, the entity would some
times have a negative charge and sometimes no negative 
charge. This example shows that every entity as elementary 
as one wants for which it makes sense to define the question 
a has at least one classical property. 

V. THE CLASSICAL PART AND THE NONCLASSICAL 
PART AND THE AXIOMS 

The study of the classical part of the description of an 
entity and of the nonclassical part of the description of the 
entity is done till now without any axioms to be satisfied in 
the formalism. In Refs. 3 and 4 we propose some axioms that 
reduce the formalism in such a way that the nonclassical 
components of the entity are irreducible complete ortho
complemented weakly modular lattices that satisfy the cov
ering law. By using Piron's representation theorem (see Ref. 
2), we have that energy nonclassical component !/ w be
comes isomorphic to the lattice of closed subspaces P (JY w ) 

of a generalized Hilbert space JY w' For the property lattice 
we find again the structure explained in Sec. I of a direct 
union flJ w P (JY w) of Hilbert space lattices. As we remarked 
already, only Axioms 1,2, and 3 do not lead to contradic
tions in the case of an entity consisting of two separated 
entities. Axioms 4 and 5 are wrong axioms that make it im
possible for the theory to describe separated entities (see 
Refs. 3-5). Axiom 4 is the axiom that leads to the weak mo
dularity of the nonclassical components. Hence, if we drop 
this axiom we cannot proceed as explained in Sec. I to find 
the direct union, nor can we apply Piron's representation 
theorem to find a Hilbert space representation for the non
classical components. To define axiom 1 as proposed in Secs. 
III and IV, we introduced the concept of primitive questions. 
Let us recall the definition of a primitive question. 

Definition 5.1: If a is a question testing the property a 

such that a- tests the property b, then a is a primitive ques
tion iff whenever the entity is in a state orthogonal to a, then 
a- is true, and, whenever the entity is in a state orthogonal to 
b, then a is true. 

Let us recall Axioms 1 and 2. 
Axiom 1: IfS is an entity, then the primitive questions of 

S form a generating set of questions for the property lattice. 
Axiom 2: If S is an entity and p is a state of S, then the 

statement "the entity S is in a state orthogonal to p" is a 
property of S. 
Axioms 1 and 2 have a consequence that the property lattice 
!/ becomes an orthocomplemented lattice. If aE!/, the in-
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terpretation of the orthocomplement is the following: 

a' is actual iff the entity is in a state pia. 

Let us remark that the classical property lattice '{3 always 
satisfies Axiom 1, since every classical question is evidently a 
primitive question. It is now interesting to remark that if 
Axioms I and 2 are satisfied for !/ and C, the map 

becomes an isomorphism. 
Theorem 5.2: Suppose that we have an entity S with a 

property lattice !/ that satisfies Axioms 1 and 2 and a classi
cal property lattice '(j that satisfies Axiom 2; then for aEC[;' 
we have f(a') = f(a)' and f(a)' is actual ifff(a) is potential. We 
will denote in the following f(a)' by a'. For aj E'{j we have 
f(flJ j aj ) = V j f(a j ) and V j f(a j ) is actual iff there is at least one 
i such that f(a j ) is actual. We wil~ denote in the following 
f(flJ j ad by V j a j • 

Proof If C(;' satisfies Axiom 2, we have the following: If 
WE'{j, there exists a question 1Tj a j , where a j are classical 
questions such that 1Tj a j is true iff the entity is in a classical 
mixture v different from w. So 1Tj a j is true iff the entity is in a 
state q orthogonal to f(w). This shows that 1Tj a j Ef(W)'. As a 
consequence, f(w') = f(w)'. IfaE'{j, thena' = A w<aw'; hence 

If a j E'{3, then 

If V j f(a j ) is actual, then ( V j f(a j ))' is potential. So A j f(a j ), is 
potential. But then there is at least one i such that f(a j )' is 
potential. For this follows that f(a j ) is actual. • 

Theorem 5.3: If Y is the property lattice of an entity S 
satisfying Axioms I and 2 and '(j is the classical property 
lattice of an entity satisfying Axiom 2 then the classical prop
erties of S satisfy the following properties: 

(i) If bEY' and aE'{3, then 

b = (bAa)V(bAa') 

= (bVa)A(bVa'). 

(ii) If bj EJ and aE'{j, then 

aA(V,b,) = V,(aAbJ 

Proof (i) We have clearly (b A a) V (b A a') < b. Suppose 
now that b is actual. Since aE'G , we know that a is actual or a' 
is actual. This shows that b A a is actual or b A a' is actual. In 
both cases (b A a) V (b A a') is actual. As a consequence, 

b < (b Aa) V(bAa'). 

We have also b' = (b' Aa) V (b' Aa'). Hence b = (bVa') 
A(bVa). 

(ii) a A(V jbd = a A( V j [(bj Aa)V dbj Aa')]) 

= a A (V dbj Aa) V db; Aa')). 

Let us put b = V j (bj A a) and c = V j (bj A a'), then b < a and 
c<a': 
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a 1\ ( Vi bi ) = a 1\ (b V c) 

= a l\(bV eVa)1\ (bV eVa') 

= a l\(eVa)1\ (bVa') 

= a l\(bVa') 

= (bVa) l\(bVa') = b = V (bi I\a). • 

Theorem 5.2 shows that the orthocomplementation intro
duced by Axioms 1 and 2 in X and the orthocomplementa
tion introduced by Axiom 2 in C(J are the same. Theorem 5.3 
shows that the classical properties satisfy compatibility rela
tions. Every nonclassical component is also an orthocomple
mented lattice. 

Theorem 5.4: If X is the property lattice of an entity S 
satisfying Axioms 1 and 2 and C(3 is the classical property 
lattice of S satisfying Axiom 2. We define for aEX w 

aW = a' 1\ w, 

Then the map that makes correspond with every aEX W the 
property aW is an orthocomplementation of X w' and aW is 
actual iff the entity is in a state orthogonal to a such that w is 
actual. 

Proof If a, bEX and a <b, then b' <a'. So 
b ' 1\ w < a' 1\ w or bW < aW . If aEX W' then (aW)W 
= (a' 1\ w)' 1\ w = (a V w') 1\ w = a 1\ w = a. Clearly, 

aW 1\ a = a' 1\ w 1\ a = O. • 
If Xi is a family of complete lattices, we gave a con

struction of the direct union lSi'> i Xi of the lattices Xi in 1.3. 
If Xi are orthocomplemented lattices and we define for an 
arbitrary element lSi'> i a i of the direct union 

then':1Si'> i Xi -lSi'> i Xi is an orthocomplementation. 
Theorem 5.5: Suppose that X is the property lattice of 

an entity Sand f1 is the classical state space of S, X W for 
wEfl are the nonclassical components, and C(J is the classical 
property lattice. Suppose that X satisfies Axioms 1 and 2 
and C(J satisfies Axiom 2; then 

a-lSi'>(al\w) 
W 

is an isomorphism. 
Proof Take bEISi'> wX w' then b = lSi'> wbw' where 

bwEX w' Consider the property e = V wbw of X. Then 

e 1\ WI = (V bw ) 1\ WI = V (bw 1\ wd = bw,. 
w w 
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This shows that 

Jl(e) = lSi'> [e 1\ w 1 = lSi'> bw = b. 
w w 

Hence Jl is a surjective map. From Theorem 4.3 it follows 
that Jl is an isomorphism. • 

This theorem shows that when Axioms 1 and 2 are sat
isfied, the property lattice of an entity gets the very nice 
structure of the direct union of its nonclassical components. 

VI. CONCLUSION 

Theorems 4.3 and 5.5 show that we can indeed, for ev
ery entity, study its classical properties apart by means of a 
theory as classical mechanics. The changing of actual classi
cal properties in potential and potential classical properties 
in actual is described by the changing of the classical mixture 
of the entity, which is in a certain sense the classical state of 
the entity. 

If we want to be able to describe also nonclassical prop
erties of the entity, a theory as classical mechanics does not 
work anymore for the description of these properties. 

Quantum mechanics is a theory that describes nonclas
sical properties. It cannot, however, describe classical prop
erties. This shows that both classical mechanics and quan
tum mechanics are special cases of the theory that can 
describe an arbitrary entity having both classical and non
classical properties and clarifies in a certain sense the very 
old question: How many atoms do we have to put together to 
have a macroscopical entity that has to be described by clas
sical mechanics? Indeed, from our analysis it follows that the 
degree of classicality of an entity is not defined by the num
ber of atoms that it contains but by the nature of the proper
ties that we take to characterize the entity. 
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quantum measurements arising from the presence of additive conservation laws and we discuss 
impossibility theorems and derive lower bounds for the deviations from the ideal schemes, with 
particular reference to the distorting case. 
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I. INTRODUCTION 

As is well known, the existence of additive quantities 
which are conserved during the system-apparatus interac
tion in a measurement process leads to limitations on the 
possibility of an ideal quantum-mechanical measurement. 1-4 

In this connection, two kinds of problems have been dis
cussed. The first one concerns the proof of impossibility 
theorems for some given measurement schemes.5 The sec
ond deals with the modifications which have then to be in
troduced in such schemes in order to make them compatible 
with the existence of the additive conservation laws. In parti
cular, it becomes important to evaluate how small the modi
fications can be kept. This is usually obtained by deriving 
lower bounds for proper combinations of the norms of the 
unwanted states in the evolution equation.6--S 

The ideal measurement schemes which are usually con
sidered are value preserving in the sense that the state of the 
system after the measurement belongs to the same linear 
eigenmanifolds of the measured observable to which it be
longed before the measurement. Within the framework of 
the value-preserving schemes, when the eigenmanifolds of 
the measured quantity are degenerate, one has further to 
distinguish between nondistorting (or state preserving) and 
distorting schemes. 

As far as the impossibility proofs for such schemes are 
concerned, in the literature, 3 there exists a very general 
theorem for the state-preserving case and a less general 
theorem for the distorting case. 

Regarding the derivation oflower bounds for the terms 
expressing the malfunctioning of the apparatus, there is a 
quite general treatmentS which, however, deals with this 
problem only for the case of a state-preserving scheme. In 
this paper, after a concise summary of the present situation, 
we point out (Sec. II) that the impossibility theorem for dis
torting measurements derived in Ref. 3 holds under less re
strictive conditions. The main part of the paper (Sec. III) is 

alWork supported in part by the Istituto Nazionale di Fisica Nucleare, 
Sezioni di Trieste and Pavia. 

devoted to the derivation of lower bounds for the malfunc
tioning terms in the case of a modification of a value-preserv
ing distorting measurement process. The relevance of this 
treatment resides in the fact that it is the first time that lower 
bounds are derived for the distorting case, and in the fact 
that, to get the result, we make use ofless restrictive assump
tions than those previously used in the derivation of bounds 
for the state-preserving case. Some concluding remarks are 
made in Sec. IV. 

II. INTRODUCTORY CONSIDERATIONS 

In this paper, we will deal with the problem of the mea
surement of an observable JI of a quantum system S (asso
ciated with a self-adjoint operator M of the system Hilbert 
space JY's) in the presence of an additive conservation law. 
Let us state, first of all, a general assumption which we shall 
suppose to hold throughout the paper. 

Assumption 1: Let the self-adjoint operator M have a 
purely discrete spectrum and E; be the eigenspaces of M and 
~; the associated projection operators. The system interacts 
with an apparatus, the interaction being described by the 
unitary evolution operator U acting in the direct product of 
the system Hilbert space JY's and of the apparatus Hilbert 
space JY'A. 9 An additive conservation law for the system
apparatus interaction holds, i.e., there exist two self-adjoint 
operatorsNs andNA ofJY's andJY'A' respectively, such that 

(2.1) 

As is well known, when the operators Ns and lor NA are 
unbounded, Eq. (2.1) is the mathematically proper way of 
expressing the conservation law for Ns + N A· 

Let us now define the various possible ideal measure
ment schemes which can be considered in the general case in 
which M has a degenerate spectrum. 

A. Value-preserving nondlstortlng ideal measurement 
scheme (VPND) 

We say that the system-apparatus interaction corre
sponds to a VPND measurement of JI if there exists a state 
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tPoE£ A such that for any t/i'lEEj, 

Ut/Ji)tPO = t/i'ltP;. (2.2) 

with (tP;. tPj) = 0 for i #J. The linearity of Uimplies thattPj be 
the same for all t/}llEEj. 

B. Value-preserving distorting ideal measurement 
scheme (VPD) 

We say that we have a VPD measurement process if 
there exists a state tPoE£ A , such that for any t/}J)EEj, 

(2.3) 

where Fj are mutually orthogonal closed linear manifolds of 
JY'A' whose associated projection operators will be denoted 
by Y j. The interest of the scheme (2.3) lies in the fact that it is 
the most general scheme satisfying the physical requirement 
that, when the measurement is immediately repeated, the 
same result is obtained with certainty. 

Relation (2.1) forbids, under proper assumptions about 
the operator Ns , both the VPND and VPD schemes. This 
situation raises two problems: the first is that of getting im
possibility proofs for the ideal measurement schemes hold
ing under the least restrictive assumptions on Ns . Once the 
impossibility has been proved, it becomes natural to enlarge 
the measurement scheme allowing the appearance of noni
deal terms, and to investigate how small these unwanted 
terms can be made. 

Let us now make precise the modifications which have 
to be considered. We distinguish again between VPND and 
VPD schemes. 

The basic feature of the VPND scheme is the fact that it 
is not only value preserving, but also state preserving. To 
distinguish among different states belonging to the same 
manifold Eu we use a further label a. The VPND scheme is 
expressed then by the evolution equation 

(2.4) 

with (tP;. tPj) = 0 for i=j=j. 
Let us denote by ~ ja the projection operator on the 

state ¢ja and by j; the projection operator on the state tPj' To 
modify scheme (2.4), we consider the completely general 
evolution 

U¢,utPo = ~jaj;U¢jatPO 

+ ~ja(IA - j;)U¢jatPO 

+ (Is - ~ja)U¢jatPO' (2.5) 

As discussed in Ref. 7, the second term on the rhs of (2.5) 
represents errors and/or ambiguities in the result ofthe mea
surement, while the third term represents the distortion of 
the state of the system (also associated with possible errors 
and/or ambiguities). Obviously, in order to have a good ap
paratus in the VPND spirit, one wants to make as small as 
possible the norms of such terms. 

In the case of the VPD scheme, the evolution equation 
(2.3) can be rewritten as 

U¢llltPo = ~ iYj U¢I'ltPo, \I ¢(i)EEj. (2.6) 

We recall that ~ i and .7, are the projection operators on Ei 
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and Fj , respectively. 
To modify this scheme we write, in place of (2.6), the 

completely general evolution equation 

Ut/)'ltPo = ~ jYj UtIf'ltPo 

+ ~j(IA - Y;)UtIf'ltPo + (Is - ~j)UtIf'ltPo. 
(2.7) 

Again the second term on the rhs represents errors and/or 
ambiguities while the third term represents the (value-non
preserving) distortion of the state of the system. To have a 
good VPD apparatus, we have to assume that all the states at 
the rhs of (2.7), except the first one, have small norms. 

Let us now discuss the situation concerning the impos
sibility proofs and the derivation of bounds for the unwanted 
terms. 

c. Impossibility proofs 

As far as the VPND scheme is concerned, Stein and 
Shimony3 have proved that the assumptions listed under As
sumption 1 are incompatible with (2.2) unless 

ejNs'¢I'lE~j' \I rER, \I ¢111EEj. (2.8) 

When N s is unbounded, this is the proper mathematical 
way to express the fact that Ns and M "commute." 

For the VPD scheme, one can prove that Assumption 1, 
plus a further requirement, Assumption 2, that we give be
low, are incompatible with Eq. (2.3), unless, again, Eq. (2.4) 
holds. Assumption 2 concerns the operator Ns and is formu
lated as follows. 

Assumption 2: All the closed linear manifolds E, are 
contained in the domain !iJ N, of the self-adjoint operator 

Ns · 
Note (see the Appendix, Theorem 2) that this implies 

that Ns is bounded on each E j , in the sense that 

IINs¢lj)II.;;;Bjll¢(i)II, \I ¢(i)EEj. (2.9) 

Obviously, this does not mean that N s is a bounded operator 
onJY's· 

To prove that under Assumptions 1 and 2, the evolution 
Equation (2.3) [or equivalently (2.6)] cannot hold unless, for 
any i, 

Ns¢lj)EEj, \I ¢(i)EEj, (2.10) 

we proceed as follows. 
Let us consider the matrix element (¢(i)tPo, 

ejlNs
+ NA)'¢(i)tPo), with ¢(l)EE" 11¢(l'11 = IltPoll = 1, (/ = ij; i=j=j). 

Due to Eq. (2.1), we have 

(¢vl,e'Nsr ¢(i))(tPo,e jNAr tPo) 

= (U¢lJltPo,e
j
(Ns + NA)'U¢(i)tPo) 

= (~jYj U¢VltPo,ejNsreiNA'~ jY
j 
U¢(i)l/Jo). (2.11) 

For r=j=O, let us define the operator gIrl of JY's through 
the relation 

e
iNs' = Is + irg(r), (2.12) 

and observe that gIrl is everywhere defined in JY's and 
bounded. Due to the fact that (¢U), ¢U)) = 0 and ~j ~ j = 0, 
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we get, from (2.11), 

(l/JI,j) ,g(r)T/li')(¢o,/NAr 1$0) 

= (Uf/JJ1¢o,'6'jg(r) '6' iYjeiNArYi Ul/JIiJ¢o)' 

There follows, using the Schwarz inequality, 

I (f/JJ1,g(r)l/JI'l) I I (¢o/NAr¢o) I 
<:: II '6'jg(r) '6' iYjeiNArYi Ul/Jlil¢oll· 

(2.13) 

(2.14) 

According to Eq. (A6) of the Appendix, the operator gIrl '6' i 
is bounded; moreover, its bound IIg(r)'6'i II is, for any r#O, 
smaller than the boundBi [defined in Eq. (2.9)] of the restric
tion of Ns to the closed linear manifold Ei . Therefore we 
have 

I (l/JVl,g(r)l/J(i)) I I (¢o,e
iNAr 1$0) I 

<::Bi II Y j eiNAr Y i Ul/J(i)¢oll. 

Since 

and 
s 

g(r)l/J('l~Nsl/J(i), 
r->O 

(2.15) 

recalling that YjYi = ° and taking the limit of (2.15) for 
r-+0, we get 

(2.16) 

Since (2.16) holds for any i andj, Eq. (2.10) follows for any i. 
This theorem constitutes a slight generalization of pre

vious impossibility theorems given in Refs. 2 and 3; its proof 
follows essentially the same lines used in those papers. The 
theorem is slightly more general since it makes use of As
sumption 2 in place of the more restrictive assumption used 
previously. 

A version of this theorem which is weaker both in the 
assumptions and in the results can also be given and turns 
out to be useful (see Sec. IV). Precisely, let us replace As
sumption 2 by a similar Assumption 2i concerning only the 
manifold E i • By inspecting the proof of the previous 
theorem, one sees that the conclusions remain valid, the only 
difference being that now Eq. (2.10) follows for only that ito 
which Assumption 2i refers. In this form, the theorem can 
easily be extended also to the case in which a part of the 
spectrum of the measured quantity M is continuous. In such 
a case, we assume that the time evolution is of the VPD type 
(2.6) for any i in the discrete spectrum of M and that 

Ul/J'¢oEY'Ul/J'¢o, V l/J'EE', (2.17) 

where E / is the closed linear manifold in ~ s corresponding 
to the continuous part of the spectrum of M, and Y' is the 
projection operator on a closed linear manifold F' in ~ A 

orthogonal to all manifolds F i • The property (2.17) means 
I 

that the apparatus can recognize the states of the continuum. 
Then, under Assumption 1 (where a purely discrete spec
trum is replaced by a partly discrete spectrum), Eq. (2.10) 
follows for any i in the discrete spectrum for which Assump
tion 2i is verified. 

D.Bounds 

When an ideal measurement is forbidden, one is com
pelled to resort to modified schemes which allow a certain 
amount of nonideality. 

As far as the derivation of bounds for the norms of the 
terms representing malfunctioning is concerned, up to now 
the most general result which has been obtained refers only 
to the case of no degeneracy or to the scheme (2.5) and makes 
use of the assumptions that Ns is bounded and ¢o belongs to 
the domain of NA . In fact, in Ref. 8 we have derived a family 
of inequalities relating the norms of the distorting terms to 
the inverse of the mean value of the square of NA on the state 
1$0' We now consider a generalization ofthe previous results 
yielding a lower bound for the norms of the unwanted terms 
of (2.5) and (2.7) under less restrictive assumptions about N s' 

III. LOWER BOUNDS FOR DISTORTING 
MEASUREMENTS 

We now want to obtain lower bounds for the two last 
unwanted terms on the rhs of Eq. (2.7). 

We again suppose that Assumptions 1 and 2 hold and, 
moreover, the following. 

Assumption 3: The initial state 1$0 of the apparatus be
longs to the domain of the operator NA • 

Let us denote by PI and 771 the norms of the unwanted 
terms, 

PI = IW/(RA - YI)Ul/Jl,l}¢oll, 

771 = II(Rs - '6' tl Ul/JII 11$011 , (3.1) 

and by QI the projection operator on the manifold ortho
gonal to E I , 

Q/ = Is - '6'/. (3.2) 

Then we can write the identity 
ilNs + NA)r Q ilNs + NA)r 

e = je 
i(Ns + NA)r - iNs"aJ iNs,. + e e (:) je . (3.3) 

Using Eq. (2.1), we have 

(3.4) 

Recalling definition (2.12), we put in an analogous way, 

(3.5) 

Then, sandwiching Eq. (3.4) between the normalized states I/}'l¢o and if}'l¢o, i#j, we get 

(f/JJl,g{r)if}~) + irf.f/JJ',g{r)if}'l)(¢o,G (r)¢o) 
= (Ug+(r)f/JJ1¢o'~j Uif}Il¢o) + (UG + (r)l/Jl.Jl¢o. '6'j Ul/J(')¢o) - (Uf/JJI¢o,g+(r)'6'j Uif}')¢o) 

+ (g+ (r)'6'j Uf/JJ'¢o, Uif},l¢ol + (Qj Uf/JJ1¢0. Ug(r)T/I'l¢ol + (Qj Uf/JJ1¢o, UG (r)if}'l¢o) + rT (r). (3.6) 
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where we have denoted by rr (r) all the other terms arising from the rhs of(3.4). From the explicit expression for r (r), we have 

immediately 

Ir(r)1 < I(Ug+(r)G +(r)ifJ'lcpo,'Cj Ut/ll/lcpoJI 

+ I (Ug+(r)ifJ'lcpo,g+(r)'Cj U~/ICPoJI + I( Ug+(r)t/lVlcpO,'Cjg(r)Ut/ll/lcpO) I 
+ I( UG + (r)ifJ'lcpo,g+ (r}'Cj Ut/l1i1cpO)I + I(UG +(r)t/lUlcpo''Cjg(r)U~/lcpo)l 
+ I ('C jg(rJ UifJ'lcpO' 'C jg(rJU~i)cpoJ I + I (Qj UifJ'lcpO' Ug(r)G (r)~ilcpoJ I 
+ I rl ! I( Ug+ (r)G + (r)ifJ'lcpo,g+(r)'Cj Ut/llncpo) I + I( Ug+ (r)G + (r)t/lVlcpo, 'Cjg(r)Ut/lIi)cpo) I 
+ I(Ug+ (r)t/lUlcpo,(g+(r)'Cj)('Cjg(r)) Ut/I(/lcpO) I + I( UG + (r)t/lVlcpo,(g+(r) Wj)('Cjg(r)JUt/I(/lcpol I 1 
+ rl(Ug+(r)G +(r)t/lUlcpo,(g+(r)'Cj)('Cjg(r))Ut/lIi)cpo)l. (3.7) 

Using Theorm 3 and the last remarks made in the Appendix, we have that the inequalities 

IIg+(r)'Cj 1[/ 1/ <Bj Ii'll II, II 'Cjg(r) 1[/ II <Bj 111[/ II (3.8) 

hold for any l[/E2s ® jf"'A and any r#O. We then get, from (3.7), using the Schwarz inequality, 

1r(r)1 <lIg+(r)G + (r)ifJ'lcpoll + 2Bj IIg+(r)t/lU11I + 2Bj IIG +(r)cpoll + B J + IIg(r)~nIlIlG (r)cpoll 
+ r{2Bjllg+(r)ifJ'11lIlG + (r)cpoll + BJllg+(r)t/llilli + BJI/G + (r)cpoll 1 + rBJlIg+(r)ifJ'IIlIlG + (r)cpolI· (3.9) 

We now observe that under our assumptions, all the norms appearing on the rhs of(3.9) have finite limits for r-D. SinceBj is 
independent of r, it follows that 

lim rr (r) = O. (3.10) 
r-+O 

We can then take the limit for r-D of Eq. (3.6), getting 

(ifJ'l,Nst/l('I) = (UNst/lV1cpo, 'Cj Ut/}J)cpo) 

+ (UNA t/lVlcpo,'Cj Ut/li/lcpo) - (Ut/lVlCPo,Ns 'Cj Ut/l1i1cpo ) + (Ns Wj Ut/llJlcpo,Ut/li11cpo) 

+ (Qj Ut/lUlcpO' UNs t/I("cpo) + (Qj Ut/lUlcpo, UNA t/I(,lcpo)' 

From this equation, using the Schwarz inequality, we have 

I (t/lvl,Ns t/pl) < 2Bj II Wj Ut/llrlcpoll + Bi IIQj Ut/lvlcpoll 

+ IINA CPo II ! II 'Cj Ut/llilcpoll + IIQj Ut/lvlcpoll J + I (Ns 'Cj UifJ'lcpo, Ut/lulcpo)l· 

We note that 

lI'Cj Uif/'lCPolI<lI(lls - 'C,)uif/"CPoll = 1];. IIQj Ut/llJlcpoll = lI(lls - 'CjJUt/lVlcpoll = 1]j' 

Furthermore, we have 

! (Ns 'C j UifJ'lcpo, Uif/,lcpo)! 

and 

and 

==!(Ns'CjYjUifJ'lcpo,Uif//lcpo) + (Ns'Cj(IA - Yj)UifJ'lCPo,Uif/'lCPoJ! 

< !(Ns'CjYj UifJ'lcpO' Uif/'lcpO) I + IINs'Cj(llA - Yj)UifJ'lcpolI, 

I (Ns 'C jYj Uif}'lcpo, Uif//lcpo) I < I (Ns 'C jYj Ut/lv,cpo, 'C iYi Uif/'lcpo) I 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

+ I(Ns'CjYjUifJ'lcpo,'CJ[A - Y,)Uif/i1cpo)! + !(Ns'CjYjUt/lUlCPO,(lls - 'C iJUif/'lCPoJ!. (3.16) 

The first term on the rhs of(3.16) vanishes since YjYi = 0; again using the Schwarz inequality, the bound (2.9) and 
Definitions (3.1), we get, from (3.16), 

!(Ns 'CjYj Uif}'lcpO,Uif/ '1cpO) I <Bjlpi + 1]i)' (3.17) 

From (3.12), using (3.13H3.15) and (3.17), we finally have 

/1ifJ''.Ns t/l1i))/<IINACPoll(1]i + 1]j) + Bj(31]i + Pj + Pi) + Bi1]i" (3.18) 

Equation (3.18), obtained using Assumptions 1 and 2 together with the additional hypothesis, Assumption 3, implies the thesis 
of the theorem of Sec. II, since it shows that the 1] and P terms cannot vanish, unless Eq. (2.10) holds. 

We can now use inequality (3.18) to see how well one can approximate a VPD measurement scheme when an additive 
conservation law holds and Ns couples different eigenmanifolds of the measured quantity. We assume that the hypotheses, 
Assumptions 2 and 3, are satisfied. The quantities BI must be considered as given. The only quantity which can be monitored 
to reduce the malfunctioning of the apparatus is, as is well known/~8 the expectation value (CPo, N ~ cpo)=IIN A CPoll2 of N ~ on the 
initial state CPo. Let us then assume that we can make very small the quantities 1]1 andpi by making IINACPoll very large. 
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In the limit of very small 'T/ I and PI' Eq. (3. 18) yields 

(3.19) 

This relation gives the lower bound for the value-non pre
serving terms in the case of a value-preserving distorting me
surement process. It holds under Assumptions 1 and 3 and 
the condition, Assumption 2, on N s . 

Obviously, the previous derivation of the bounds for 
VPD measurements also yields bounds for the VPND 
scheme. In such a case Assumption 2 can be further relaxed. 
In fact, let us consider a pair of system states tPiaEEin!!iJ Ns 

and tPjf3EEp!!iJ Ns' Then Assumption 2 is trivially satisfied 
for the one-dimensional linear manifolds E ia and Ejf3 
spanned by tPia and tPjf3' respectively. The evolution equation 
for the state tPia¢O then takes the form (2.5). Due to the same 
formal structure ofEqs. (2.5) and (2.7), the derivation given 
above can then be repeated step by step leading to the result 

(3.20) 

with obvious definitions of 'T/ia' 'T/jf3' Equation (3.20) holds 
under the only Assumptions 1 and 3 for any pair of system 
states belonging to different eigenmanifolds of the measured 
observable.A' and falling within the domain of Ns . 

Before concluding this section, we point out that the 
results quoted or derived in this and in the previous section 
can also be relevant for the measurement of an observable.A' 
whose associated self-adjoint operator M does not have a 
purely discrete spectrum. Z In such a case, we write 
M = SA dW (A ), where W (A ) is the spectral family of M. Then 
each operator W (A ) is associated with the observable corre
sponding to the yes-no experiment testing whether the value 
of M is smaller or larger than A. One says that M can be 
measured according to an ideal scheme of the VPND or 
VPD type if all the observables associated with the operators 
W (A ) for all A 's can be measured according to the considered 
scheme. This definition seems appropriate since it implies 
that the state of a system belonging to the linear manifold on 
which p()",).,) = W(A z) - W(Atl projects is not altered (in the 
VPND scheme), or at least not brought out of this manifold, 
in a measurement aiming to ascertain whether A 1 < A < Az or 
not. These measurements are the physically significant ones 
for an observable possessing a continuous spectrum. Since 
the operators W(A ) have a purely discrete spectrum, one can 
apply the theorems of Sec. II, provided the corresponding 
assumptions are satisfied for any A. In particular, if one con
siders a VPND scheme, the Stein-Shimony theorem of Sec. 
II implies that 

(3.21) 

whereE (A ) is the closed linear manifold corresponding to the 
eigenvalue 1 of W(A}. Analogously, in the case ofa VPD 
measurement, the theorm of Sec. II and the bounds of Sec. 
III hold, provided Assumption 2 is true for all E (A ). We note, 
however, that in this case, Assumption 2 amounts to the 
requirement that Ns be a bounded operator. 
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IV. CONCLUSIONS 

In this section, we give examples of applications of the 
theorems of Sec. II about the possibility of ideal measure
ments of physically significant quantities. All examples, ex
cept the last one, were already discussed in Ref. 3. Once 
again, we have to distinguish the case in which we require 
that the state of the measured system is not affected by the 
apparatus (VPND scheme) from that in which we only re
quire that the value of the measured observable is preserved 
(VPD scheme). 

For the case of a VPND scheme, the Stein and Shimony 
theorem3 shows that Assumption 1 is incompatible with the 
scheme (2.2) unless Eq. (2.8) [or (3.21)] holds. As was already 
stressed, the proof of this theorem does not require any as
sumption on Ns except its being self-adjoint. Equations (2.8) 
or (3.21) imply, as is well known, 

[ iNs' iMr] - 0 e ,e -, V r, r'ElR. (4.1) 

Assuming that the system-apparatus interaction is always 
translation ally and rotationally invariant, the total linear 
momentum P = Ps + PA and the total angular momentum 
J = J s + J A are additive conserved quantities. Then we get 
from (4.1) that one can measure, according to a VPND 
scheme, only the observables of the system satisfying the 
relations 

(4.2) 

These equations imply that no quantity of the system which 
is not translationally and rotationally invariant can be mea
sured according to a VPND scheme, and, in particular, for
bid VPND measurements of components of position and an
gular momentum. 

For a VPD measurement, the situation is much less 
restrictive. However, when the Hilbert space JYs is finite 
dimensional, the impossibility theorems always apply. In 
particular, this means that a value-preserving measurement 
of a spin component is always forbidden. For angular mo
mentum, we point oue that the impossibility theorems for
bid a value-preserving simultaneous measurement of the 
commuting observables L z and L i' 

We finally consider a VPD measurement of the internal 
energy of a quantum system, for example, a system of two 
particles whose Hamiltonian is 

(4.3) 

where P and P are the center of mass and relative momenta, 
respectively, and r is the relative coordinate of the two parti
cles. Let us assume that the (discrete) eigenvalues of the ob
servable to be measured, 

(4.4) 

are only finitely degenerate. Since the system-apparatus in
teraction is translationally invariant, the total linear mo
mentum 
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&> = P + P + PA (4.5) 

(where we have denoted by PA the linear momentum of the 
apparatus) is conserved. The eigenstates of h are bound 
states so that they belong to the domain g Px of a component, 
say, p x' of p. Due to the assumed finite degeneracy, it follows 
that any eigenmanifold Ei of h is also contained in g Px' We 
can then apply the theorem of Sec. II in the weaker form 
illustrated in the final part of the section, identifyingpx with 
N s' It follows that a VPD measurement is possible only if Ei 
is an invariant manifold of Px' This is impossible, since Ei is 
finite dimensional. 

From the preceding considerations, one is led to the 
conclusion that in quantum mechanics, due to the additive 
conservation laws of the linear and angular momenta, in 
many cases and for several physically interesting observa
bles, it is not possible to perform an ideal value-preserving 
measurement. Obviously, due to the relations we have de
rived expressing lower bounds for the terms representing a 
malfunctioning of the apparatus, one sees that from a practi
cal point of view, the unwanted distortions arising in the 
measurement tum out to be very small due to the macro
scopic character of the apparatus (which allows us to make 
the expectation value of N ~ very large). Regarding the prac
tical measurement of an observable, it is then possible to 
have apparatuses working almost ideally. However, we 
stress that the impossibility proofs for ideal measurements 
can have also a conceptual relevance. For instance, argu
ments of this type have been used to reject some suggestions 
of instantaneous transfer of information using the reduction 
of the wave packet. 10 

APPENDIX 

We briefly summarize, in this Appendix, some very 
well-known general theorems and properties of operators in 
Hilbert space which are used in the derivation of the results 
of the paper. 

We shall always deal with a self-adjoint operator A de
fined on a domain g A of a separable Hilbert space K. 

Given such an operator A, we denote by E (s) the spectral 
family associated with A, and we define the operator func
tion gIrl of A according to 

gIrl = (e iAr 
- I)/ir, rER. (AI) 

We note that, for any given r#O, gIrl is everywhere defined 
and bounded. 

We recall some very well-known properties ofg(r); for a 
proof of the quoted theorems, the reader is referred to any 
good book offunctional analysis, e.g., to Ref. 11. 

Theorem 1: A is a self-adjoint operator on a Hilbert 
space K, '" a vector of its domain £iJ A' and g(r) the operator 
defined by (A 1). Then the state g(r)'" coverges strongly for 
r-o to the state A",: 

s 
g(r)t/;----+A"', V t/JEg A' 

r--o 
(A2) 

From the above theorem, it follows trivially that if &> is 
a projection operator onto a closed linear manifold E egA' 
we have 
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s 
gIrl 9--+A 9 , (A3) 

r--o 

the convergence being in the strong operator topology. 
Theorem 2: A is self-adjoint and E a closed linear mani

fold contained in g A' The restriction AtE of A to E is a 
bounded operator on E. 

The proof makes use of the fact that the self-adjointness 
of A implies its closure, and this in tum implies that AtE is 
closed as an operator on E. Since E egA' AtE is defined 
everywhere on E; this, together with its being closed, implies 
that AtE is bounded. Note that the above means that there 
exists a constant B such that 

IIA"'II<B 11"'11, V "'EE. (A4) 
Theorem 3: A is self-adjoint, Ee g A a closed linear 

manifold, 9 the projection operator onto E. Then 

(AS) 

and 

Ilg(r)&> II <B, V r#O, (A6) 

where B is the bound of AtE. 
Equation (AS) is a trivial consequence of Theorem 2. 

Equation (A6) is proved as follows: 

Ilg(r)9"'112 = f I e
irS

; 1 1

2
d liE (s)9"'112 

<fS2d liE (s)9 "'112=IIA 9"'11 2<B 211"'11 2
, 

where we have used the fact that I(eirs 
- 1)/rI2<r, V r#O. 

Since the adjoint of a bounded operator is bounded with the 
same bound, we have also 

(A7) 

From the definition, it follows thatg+(r) =g( - r), so 
that all the above propositions remain valid by interchanging 
gIrl andg+(r). 

Finally we recall that when an operator A on K is con
sidered as an operator on the direct product K ® f!It of K 
with another separable Hilbert space f!It, then: (i) A bounded 
on K with bound B implies A ® IR bounded on K ® f!It with 
the same bound. (ii) Let A (r) be a bounded family of opera-
tors, 

s 
IIA (rlll < C, V r#O and letA (r)--+A, then 

r--o 
s 

A (r)®I.9l'--+A ®I.9l" 
r--o 

The proof is straightforward. For our purposes, we shall use 
statement (i) to assert that the operator g+(r)9 and 9g(r) 
are bounded operators with the bound B of AtE, even when 
they are considered as acting on K ® f!It. Analogously, state
ment (ii) implies that 

s 
g+(r)&> ®I.9l'--+A9 ®1.9l" 

r--o 
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The u(3)-boson Lie algebra is the liquid limit of the symplectic algebra sp(3, R). An analytic 
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I. INTRODUCTION 

In this paper, an analytic formula is reported for the 
generators of the u(3)-boson Lie algebra for those irreducible 
unitary representations needed in the theory of nuclear col
lective motion. 1.2 This Lie algebra is the liquid (i.e., many
nucleon) limit of the symplectic Lie algebra sp(3, R ).3-7 In
deed, the ultimate physical justification for the u(3)-boson 
model depends upon its relationship with the microscopical
ly exact symplectic collective model. 

Since the action of sp(3, R ) on many-fermion state space 
decomposes solely into discrete series representations, this 
series exhausts the physically allowed symplectic collective 
models. Hence the relevant irreducible representations of 
the u(3)-boson algebra correspond to sp(3, R ) discrete series 
representations. 

The plan of this paper is to first define the u( 3 )-boson Lie 
algebra and then define a basis for the discrete series which is 
symmetry adapted to u(3). The results for the u(3) reduced 
matrix elements are given in Eqs. (8) and (9). 

II. DEFINITION OF THE u(3}-BOSON ALGEBRA 

The u(3)-boson Lie algebra is a 22-dimensional semidir
ect sum consisting of the unitary algebra u(3) plus a 13-di
mensional boson (Heisenberg) algebra as the ideal. 1.2 

The unitary subalgebra is just the symmetry algebra of 
the harmonic osci11ator Ho. The remaining eight generators, 
spanning the special unitary algebra sui 3), form a (All) = (11) 
irreducible tensor operator (via the adjoint representation) 
which is denoted by C (II). 

Since the boson algebra is an ideal, its generators are 
given conveniently as u(3) irreducible tensor operators too. 
With respect to su(3), the boson algebra is spanned by (1) a 
(All) = (20) tensor A (20), (2) a (All) = (02) tensor B (02), the ad
joint of A (20), and (3) the identity I, spanning the center of the 
entire u(3)-boson algebra. Note that both A (20) and B (02) are 
six-dimensional tensors. Furthermore, their commutators 
with the harmonic oscillator are 

[Ho, A (20)] = 2A (20), [Ho' B 1021] = _ 2B (021. (1) 

ThusA (20) increases the osci11ator eigenvalue in any represen
tation by two units, whereasB (02) decreases the eigenvalue by 
two units. 

By coupling the commutator of two tensors to good 
total symmetry, the commutation relations may be ex-

pressed in tensor form. The tensor commutator of A (20) with 
itself and B (02) with itself always vanishes: 

[A (20), A 120']<21l = 0, [B (02), B 1021]<12) = O. (2) 

However, the commutator of B (02) with A 1201 is a multiple of 
the identity 

[B(02) A (20)J{AI") = {~NoI, (All) = (00), (3) 
, 0, (All) = (11) or (22), 

where No is a real constant. This completes the definition of 
the u(3)-boson algebra. 

It is interesting to compare the u(3)-boson algebra with 
the sp(3, R ) algebra.3 The symplectic algebra is a 21-dimen
sional simple Lie algebra containing u(3) as its maximal com
pact sub algebra (spanned by Ho and C(lll). In addition, 
sp(3, R ) contains a (20) tensor A (201 and a (02) tensor B 1021; 

there is no identity operator. Its commutation relations dif
fer from the u(3)-boson algebra only in the commutator of 
B (021 with A 1201, which in sp(3, R ) lies in u(3): 

(All) = (00), 

(All) = (11), 

(All) = (22). 

III. BASIS STATES FOR DISCRETE SERIES 
REPRESENTATIONS 

(4) 

An orthonormal basis for vectors symmetry adapted to 
u(3) will be defined now for each discrete series irreducible 
representation of sp( 3, R ).3.8.9 The corresponding u( 3 I-boson 
representations are spanned by the same orthonormal basis. 

The spectrum of the harmonic oscillator in a discrete 
series representation is No + n, where No is the smallest ei
genvalue and n is an even nonnegative integer, 
n = 0, 2, 4, '" . The eigenspace belonging to No contains a 
single u(3) irreducible representation No( ..1. 0 110)' where 
( ..1.0110) is its su(3) content. This "starting" representation 
No( ..1.0 110) ofu(3) completely determines and, hence, labels a 
discrete series representation. 

A spanning set of vectors for the oscillator eigenspace 
belonging to No + n is created by applying nl2 times the 
raising tensor A (201 to the starting u( 3) irreducible representa
tion space. In order to form states with good u(3) symmetry, 
it is necessary to first construct all possible tensor couplings 
of nl2 products of A (20). Since the A (20) commute with each 
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other, only totally symmetric couplings are nonzero. These 
u(3) symmetric couplings are enumerated by the set lO 

where n = n l + n2 + n3, and the su(3) content of the sym
metric tensor is (n I - n2, n2 - n3). 

A u(3) symmetry-adapted basis for the discrete series 
representation No( Ao,uo) is given by the tensor products of 
totally symmetric tensors with the starting u(3) representa
tion. The resulting orthonormal basis is denoted by 

(6) 

where (n In 2n3) ranges over the set il, p denotes the multiplic
ity of (A,u) in the su(3) tensor product 
(nl - n2, n2 - n3) ® (Ao,uo), and a indexes a basis for (A.,u). 
The above vector is an eigenvector of the harmonic oscillator 
belonging to the eigenvalue No + n = No + n I + n2 + n3. 
Note that there is an additional possible multiplicity for 
(A.,u), since two different symmetric tensors (n ln2n3) and 
(n;n;ni)withn=nl +n2 +n3 =n; +n; +nimaypro
duce the same (A,u) with nonzero multiplicities p and p'. 

IV. MATRIX ELEMENTS OF u(3)-BOSON GENERATORS 

Since A (20) and B (02) are irreducible u( 3) tensor operators 
and our basis is symmetry adapted to u(3), the Wigner-Eck
art theorem is applicable and, hence, it suffices to ascertain 
the reduced matrix elements of the u(3)-boson generators. 
Moreover, since B (02) is the adjoin t of A (20), its red uced matrix 
elements are given by 

«(n In2n3)P( A.,u)IIB (02)II(n; n; ni )P'( A. ',u') 

= (-l)A+f1+ A'+/l'(dim(A. ',u')ldim(A.,u))1/2 

X «(n; n; n} )p'( A. ',u')IIA (2°)II(n In2n3)P( A.,u)., (7) 

where dim( A.,u) = (A. + 1)(,u + 1)( A. +,u + 2)12 is the di
mension of the suI 3) representation ( A.,u). Furthermore, from 
(1), these matrix elements vanish if n; + n; + n} 7' n I + n2 
+ n3 + 2. 

The reduced matrix elements of A (20) are given in two 
cases. 

(1) Closed shell nuclei, ( A.o ,uo) = (00): If the starting u(3) 
representation ( A.o ,uo) = (00), then the basis states are la
beled completely by I (n In2n3 )a) for (n In2n3)E il, since the 
coupling to the scalar starting irrep is trivial. The nonzero 
reduced matrix elements of A (20) are as follows: 

[
No(n2 + 3)(nl - n2)(n2 - n3 + 2)]112, 

3(n; - n; + l)(n; - n} + 1) 

[
No(n3 + 2)(n2 - n3)(n l - n3 + 1)] 1/2, 

3(n; - n} + 2)(n; - n} + 1) 

(2) Nonclosed shell nuclei, ( A.o ,uo) 7' (00): For the general 
case of nonscalar starting irreps, an A (20) reduced matrix ele
ment is the product of a six-( A.,u) U-coefficient II times a sca
lar u(3)-boson matrix element, 

«(n; n; ni )P'( A. ',u')IIA (2°)II(n ln2n3)P( A.,u) 

= (_I)A'+/l'-A-/l«(n;n;n})IIA (2°)II(n ln2n3) 

X U(( A.o,uo)(n l - n2, n2 - n3)( A. ',u')(20); 

(A.,u)p(n; - n;, n; - ni )p'). (9) 

The scalar form ula (8) is proved by directl y verifying the 
commutation relations, Eqs. (2) and (3). A simple recoupling 
is required to derive the nonscalar matrix elements (9). 

V. DISCUSSION 

Comparison ofthe commutation relations for sp(3, R ), 
Eq. (4), with those for the u(3)-boson algebra, Eq. (3), shows 
thatthe u(3 )-boson matrix elements approximate the sp( 3, R ) 
discrete series provided No>A.o + ,uo + n. In order to nu
merically determine the symplectic matrix elements, the so
lutions to the sp(3, R ) commutation relations must be found. 
This can be achieved efficiently via the method of steepest 
descent using the u(3)-boson matrix elements as a first ap-
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proximation. A computer code is available upon request. 
Note that the matrix elements ofsp(3, R ) are known analyti
cally in only one special case (No = A.o,,uo = 0),12 which does 
not arise for real nuclei. A recursion formula had been relied 
on in previous work. 13 

It is interesting to observe that the interacting boson 
algebra of Arima and Iachello l4 is mathematically isomor
phic to our boson (Heisenberg) algebra. The eigenspaces of 
the harmonic oscillator form the totally symmetric represen
tations ofsu(6) required in the IBA model. This follows from 
the observation that A (20) is a six-dimensional boson contain
ing angular momentum zero (s) and angular momentum two 
(d) bosons. If we take No = ~, ( A.o ,uo) = (00) and set 

S=B~2), st =A ~o), 
(10) 

dm = BhO;), d~ =A i2~), 

then 

[s, st] = I, [dm" d ~] = ( - l)m'om'. _ mI. (11 ) 

and the IBA matrix elements are given from (8) and the 
Wigner-Eckart theorem. Although our Heisenberg algebra 
is the dynamical algebra of the IBA su(6) algebra, their phys
ical interpretations are antithetical. In the IBA model, the s 
and d bosons act within a major oscillator shell, whereas A (20) 

raises the oscillator eigenvalue by two units. 
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It is pointed out that when there are only two interaction terms in the Hamiltonian, the binary 
collision expansion (BCE) for the scattering operator can be resummed into a closed form. When 
there are more than two interaction terms, one can resum the BCE into a continued-fraction-like 
form by using repeatedly the two interactions resummation. Concise derivations of the BCE are 
first given, the time-dependent BCE being obtained in a form applicable to both quantum 
evolution operators and classical frequency modulated oscillators. 
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I. INTRODUCTION 

The so-called "binary collision expansion" (BCE) has 
been useful in various statistical mechanical problems, as 
well as being of some interest in itself I: it expresses the scat
tering operator corresponding to a Hamiltonian (or 
Liouvillian2

) of the form 
N 

H = K + V = K + I Va (1.1) 
a=1 

as an infinite expansion in the scattering operators corre
sponding to each sub-Hamiltonian 

II. THE BINARY COLLISION EXPANSION 

A. Time domain 

We have 

d I 
-V(r,O) = I --:-Va(r)V(r,O), 
dr a 1 

i
r I 

U (r,O) = I + dt I --:-Va (t)U (/,0). 
o a 1 

By applying (2.2) to v1al(r,t) 
-T ~ exp[ - iJ;dt '~PI",al V(3(t ')), while denoting 

(2.1) 

(2.2) 

(1.2) 

The main purpose of this paper is to point out that when 
the Hamiltonian contains only two interaction terms 

Va(r,t) = T_ exp[ - if dl'Va(/')], (2.3) 

(N = 2), the BCE can be resummed into a closed form. When 
there are more than two interaction terms, one can use the 
two-interactions-result repeatedly and obtain the scattering 
operator as a kind of continued fraction. 

We start by giving concise derivations of the BCE in 
both the time and frequency domains. The time dependent 
BCE is obtained in a form applying to the quantity 

where T ~ orders the Va (t ) such that the time arguments 
increase from right to left. If we let 

( 1.4) 

then 

(1.5) 

is the interaction representation time evolution operator for 
the Hamiltonian (1.1). But the Va (t ) in (1.3) may also be 
classical functions (in which case the time ordering is super
fluous) or matrices, e.g., V (r,O) may represent a classical os
cillator or randomly modulated frequency equal to a sum of 
terms, as is often met in relaxation problems. 3 The above 
form of the BCE makes manifest its meaning as a "sum over 
histories," each history corresponding to a partitioning of 
the time interval (O,r) into subintervals during each of which 
a single one of the Va (I )'s is "turned on." 

we obtain 

V(r,O) = T __ ! Va (r,O)Ulal(r,O)j 

=T_{va(r,O)[I+ I (rdt~V(3(t) 
(31",a~O 1 

X V1al(t,0)]} 

= Va (r,O) + I rr dl 
PI#ul)O 

1 
X Va (r,t )--:-V(3(t)V (t,O). 

1 
(2.4) 

Note that in the integrand in (2.4), only Va is "turned on" 
from t to r. By introducing (2.4) repeatedly into (2.2), we 
obtain the binary collision expansion 

V (r,O) = 1 + I rr dt ma (t,O) 
a )0 

+ I I rr dt r dt' ma(/,t ')m(3(t ',0) 
a (31#al)O )0 

+ I I I r dt r dt ' ( dt " 
a (31#alJ1#~O )0 )0 

X ma(t,t ')m(3(t ',t ")my(t ",0) + ... , (2.5) 

where we denoted 
1 d 

ma (r,t) = --:- Va (r)Ua (r,t) = -Va (r,t). (2.6) 
1 dr 

Consider, for instance, the integrand of the third term in 
(2.5): in it, only Vy is turned on during the time interval (O,t If), 
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only Vp during (t " ,t '), and only Va during (t ',t ); whence the 
interpretation of the BCE as a sum over histories, as men
tioned in the Introduction. 

Expansion (2.5) may be written more compactly if we 
define two "operators" A and A as follows4

: 

if a #/3, 
if a = /3, 
ift>t', 

if t < t' 

(2.7) 

(2.8) 

(A and A are defined as equal to 1 when there are no V's on 
their left andlor right); thus A prevents adjacent interactions 
from being identical, while A assures that the interaction on 
its left is later than that on its right. Inside a product of ma 's, 
A suppresses the overlap between time intervals on its left 
and right, e.g., if t > t r,s 

ma(t,O)Amp(t ',0) = ma(t,t ')mp(t ',0). (2.9) 

We may now rewrite (2.5) as 

U(r,O) = T ~ exp[f dt ~ma(t,O)A,A ], (2.10) 

where T ~ orders the operators ma (t,O)A,A such that t in
creases from right to left. A more direct derivation of (2.10) 
follows from introducing (2.4) into (2.1): 

~U(r,O) =~IVa(r)[Ua(r,o) 
dr I a 

+ ~ I r dt Ua(r,t )Vp(t )U(t,O)] 
I PI#a)JO 

= Ima(r,O)A,A [1 +~I (7 dt Vp(t)U(t,o)] 
a I p Jo 

= (~ma(r,O)A,A )U(r,O), (2.11) 

which is equivalent to (2.10). 

B. Frequency domain 

When Va(t) is of the form (1.4),6 the terms of(2.5) be
come multiple convolution products [of the operators 
eitKma (t,O)] whose Fourier-Laplace transforms are ordinary 
products; thus, by applying the operator (acting on functions 
ofr) 

A Sa'" F - dreiT1,v-K) 
'v 

o 
(2.12) 

on (2.5), we get the frequency dependent BCE: 

G(w) = Go(w) [ 1 + ~ma(W) 

+ I I ma(w)mp(W) + ... J 
a PI#a) 

= Go[ 1 - ~maA J - I, (2.13) 

where we denoted 
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(2.16) 

An alternative more symmetric form, more convenient for 
performing resummations,is [this is the Fro transform of 
(2.11)] 

m = (1 - ~maA ) -I - 1, (2.17) 

where 

m = VG = G 0- IG - 1. (2.18) 

The above expansions are usually given in terms of the 
T-matrices 

ta = Va + VaGaVa =maGO-I, 

for instance, 

G = (w - K - ~taA ) -I = Go + ~GotaGo 

+ I I GotaGotpGO + "', 
a PI#a) 

(2.20) 

(2.21) 

T= w+ WGW with W= ItaA. (2.22) 
a 

For completeness, let us recall the direct derivation of 
(2.21) from (2.14): by using the identity 
(A - B ) - I = A - I + A-I B (A - B ) - 1, we get [taking 
A = w - K, B = ~a Va and then A = w - K - Va' 
B = ~PI#al Vp ] 

G = Go( 1 + ~VaG ). (2.23) 

G = Ga (l + I VpG) (2.24) 
PI#a) 

[these are the Fw transforms of (2.2) and (2.4)]. Repeated 
substitution of (2.24) into (2.23) yields (2.21); alternatively, 
substituting (2.24) once into (2.23) and using the operator A, 
we obtain (using VaGa = taGO) 

G = Go[ 1 + ~taAGo( 1 + ~VpG ) J = Go( 1 + ~taAG ) 
(2.25) 

which yields (2.21) on solving for G. 

III. RESUMMATIONS OF THE BCE 

Consider Eq. (2.17). Because of the operator A, the 
quantity (1 - ~a maA ) - I is, of course, not the inverse of 
1 - ~amaA ,but isjust a compact notation for expressing an 
infinite series. That is, the BCE cannot be resummed into a 
closed form simply. However, in the special case that the 
interaction V = ~a Va contains only two terms, 
V = VI + V2, a simple resummation is possible. Consider 

m 12 = (1 - mlA - m0 )-1 - 1 

= m 1 + m2 + m 1m2 + m2m l + m1m2ml + "', (3.1) 

i.e., the sum of all alternating chains in m 1 and m z. We distin
guish four different contributions to (3.1): the chains which 
both start and end with m I contribute 
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ml + mlm2m l + m lm2m lm2m l + ... 

= (I - m lm2)-lml = m,(1 - m 2m.)-I; (3.2) 

the chains starting with m I and ending with m 2 contribute 

m 1m 2 + m 1m2m 1m 2 + ... 
= (I - m 1m 2 )-1 - 1= m,(1 - m2m l )-lm2. (3.3) 

There are two other contributions obtained by interchanging 
m 1 and m2 above. Summing these four contributions, we gee 

m 12 = (I + m2)(1 - m 1m2)-I(1 + m.)- 1. (3.4) 

For the propagator G12 we have (using m + 1 = G 0- lG and 
GI = Go + GOt 1GO) 

G12 = (1 + Got 2)9'12(1 + I1GO) 

= G2G O 19'12Go-1Gl = G2(G O-
1 + YI2)G1, (3.5) 

where 

9'12 = (w -K - t1GOt2)-I, Y 12 = G O-
1(9'12 - GO)G O-

I 

(3.6) 

are the propagator and T-matrix for the "interaction" 1 I GOl2• 

When the interaction V contains more than two terms, 
one can still obtain resummed BeE's by using (3.4) repeated
ly, i.e., one first separates V = l:a Va into two parts, 
V = Va + Vb' where Va and Vb are themselves sums of in
teractions, and obtains m in terms of ma and mb using (3.4); 
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one may then divide the sum Va into two parts and apply 
(3.4) to ma (and likewise with mb), and so on. One thereby 
obtains m in a form akin to a continued fraction. For in
stance, if V = VI + V2 + V3, we have 

1 
m 123 =(I+m23 ) (I+m.)-l 

1 - m 1m 23 

1 
= (1 + m3 ) (1 + m 2 ) 

1 - m 2m 3 

(3.7) 

'K. M. Watson, Phys. Rev. 103,489 (1956); T. D. Lee and C. N. Yang, 
Phys. Rev. lOS, 1119 (1957); 113, 1165 (1959); A. 1. P. Siegert and Ei 
Teramoto, Phys. Rev. 110, 1232 (1958). 

2U. Pano, Phys. Rev. 131, 259 (1963). 
3See, e.g., A. Royer, J. Math. Phys. 24, 380 (1983), and references therein. 
'Por a usage of the operator A in another context, see A. Royer, Phys. Rev. 
A 7,1078 (1973). 

5ma (t,0)Am p(t ',0) = Va(t lUa(/,1 'lUa(1 ',O)A Vp(1 ')Up(t ',0) 

= Va(tlUa(t,I')Vp(/')Up(/',O), since Ua(t',O)AVp(/') = Vp(/'). 
°In the case that the Va (I ) are classical functions analytic in I, we can take 

K= -idldl. 
7This is essentially equivalent to Eq. (44) of Ref. 2. 
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We establish a common structure of all two-body off-shell scattering quantities (expressed in 
momentum space or coordinate space) associated with Coulomb plus rational separable 
potentials. We present expressions in so-called maximal-reduced closed form, including new 
formulas: (i) for the off-shell Jost state for the Coulomb potential, (ii) for the off-shell Jost function 
associated with the Coulomb plus Yamaguchi potential, and (iii) for the scattering, regular, and 
Jost states in coordinate representation for Coulomb plus simple separable potentials for alII. 

PACS numbers: 03.65.Nk, 25.10. + s 

In charged-particle scattering theory potentials consist
ing of the sum of the Coulomb potential and a short-range 
potential play an important role. The two-body Coulomb 
interaction has been extensively studied, see Ref. 1 and refer
ences quoted therein. The additional short-range interaction 
depends on the nature of the charged particles. In reactions 
of more than two particles the so-called off-shell (part of the) 
interaction comes into play. Various two-body scattering 
quantities have been introduced, off-shell and on-shell: T 
matrix, Green function (resolvent), physical scattering wave 
function, regular wave function, Jost state, Jost function, 
and quantities that are derived from these. 

Separable potentials have attracted a great deal of atten
tion mainly because of calculational advantages. Justifica
tion of the use of such potentials is provided by the fact that 
short-range local potentials can be well approximated by 
rank-N separable potentials. For model calculations with 
Coulomb plus separable potentials see, e.g., Ref. 2. The Cou
lomb potential and more generally the sum of the Coulomb 
potential and a short-range potential is not suitable for sep
arable approximation. The long range [V (r) ex: r- I, r--. 00] 
causes certain difficulties and peculiarities which show up as 
typical singularities in scattering quantities, cf. Eqs. (3). This 
fact makes any potential with an ex: r- I tail interesting from a 
mathematical point of view. At the same time these singular
ities present problems because not all of them can be handled 
by the existing numerical techniques. 3 Therefore they 
should first be studied analytically and then taken care of by 
a combination of analytic and numerical methods. 

Clearly it is important to have exact expressions in 
closed analytic form for the aforementioned scattering quan
tities associated with Coulomb plus separable potentials. 
Not only are they useful for model calculations, they also 
serve as guideline for and check on numerical calculations 
with Coulomb plus other short-range potentials. 

The main purpose of this paper is to reveal the general 
analytic structure of the aforementioned two-body off-shell 
scattering quantities associated with a potential that consists 
of the sum of the Coulomb potential and a so-called rational 
separable potential, for all partial waves, VI = Vel + V RS I' 
Important new formulas and known formulas will be pre
sented as illustration of this structure. 

We shall use the same notations as in previous related 
work. 1.4 Throughout we restrict ourselves to rotationally in-

variant potentials. The Coulomb potential is Vcdr) = 2kyl 
r== - 2slr. A rational separable potential is, roughly speak
ing, a rank-N separable potential with form factors Igi > that 
are in momentum space expressed by p' times a rational 
function of p2. In coordinate space (rig, > is a finite linear 
combination offunctions of the form r' - n pili (r) exp ( - Pi r) 
where p(il are polynomials. The simplest potential of this 
large class is obtained by taking a rank-one potential 
Vs' = - A,lg, > (g,1 with form factor 

(PIg, > = (Plg.81 > = (2/rr)I12p' (p2 + P 2) -,- I , 

(rig, > = (!ir)' e - fJr (rl !)-I. 

We have introduced the name "simple separable potential" 
for Vs" The scattering quantities for Vel plus a rational sep
arable potential have a common analytic structure. In effect 
it suffices to consider only Vel + Vsl ' The generalization 
from rank-one to rank-N involves in essence only matrix 
inversion. Therefore we shall restrict ourselves to Coulomb 
plus simple separable potentials. 

We have derived all the aforementioned scattering 
quantities, as far as yet unknown, in closed analytic form. 4--8 

Most of these are in a form which we call "maximal-re
duced." This means that no further substantial reduction or 
simplification is possible. An instructive and interesting ex
ample is the expression for the off-shell Jost function for the 
Coulomb plus Yamaguchi potential given by Eq. (10). The 
closed form here has been broken up into elementary, "bare" 
components. Another, simpler example of a maximal-re
duced formula is given by Eq. (8). 

It is important to realize that the maximal-reduced 
form is not necessarily identical with the or an optimal form. 
Clearly the qualification "optimal" depends on the end in 
view. For the purpose of numerical calculations the maxi
mal-reduced form will usually coincide with the optimal 
form. Sometimes, especially for abstract discussions or cer
tain derivations and formula manipulations, an implicit 
expression is much more useful than an explicit one in closed 
maximal-reduced form. An extreme example: In the context 
of discussing properties of solutions of differential equations, 
the scattering wave function should not be given in closed 
form. Its definition-a particular solution of Schrodinger's 
differential equation-then is the optimal form. 

Another interesting point concerns standardization. 
Often different authors obtain different but equivalent ex-
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pressions for one and the same object. As "some closed 
forms may be more closed than others," it is obviously im
portant to have a prescription for reducing an expression to 
one particular form, preferably as convenient and as simple 
as possible. 

To become more specific now, we are going to formu
late three statements, I-III. The first two concern the maxi
mal-reduced form of the aforementioned scattering quanti
ties (and of any object derived from these) associated with 
Vel + Vsl ' They hold a fortiori for Vel and Vsl separately. 
The third statement concerns the explicit analytic form of 
the typical on-shell singularity (caused merely by the long 
range of the Coulomb potential) which we have studied be
fore in detail. 4 

I. The J ost functions, the off-shell J ost functions, and all 
two-body off-shell scattering quantities expressed in the mo
mentum representation are conveniently expressed in terms 
of simple (finite) combinations of elementary functions (poly
nomials, complex powers), gamma functions, and either the 
hypergeometric function Fiy(z): = 2FI(l,iy;1 + iy;z) or 
(especially for general I ) the closely related function 

FiI) (z): = (I + 1 + iy)- 1
2F I (1,iy -I;iy + I + 2;z), 

1=0,1,2,.... (1) 

For the argument z fifteen expressions playa role: 

AB, B2, B, Ba, Ba- I, Bb, Bb -I, ba, ba- I
, a,a- I

, aa', a/ 
a', a'/a, (aa')-I, 

where 
A: = (a + ik )/(a - ik ), a: = (p - k )/(p + k ), 

a': = (P' - k )/(P' + k ), 

B: = (f3 + ik )/(f3 - ik ), b: = (q - k )/(q + k ). 

The essential difference between a and b concerns their 
range in the complex plane: p is always real positive whereas 
q is in general complex with 1m q>O. 

A typical and interesting example is provided by the 
closed expression for the off-shell Jost function for the Cou
lomb plus Yamaguchi potential, see Eq. (10). This is a nice 
illustration of "being in maximal-reduced form." It is clear 
that no further essential reduction or simplification is possi
ble despite the complexity of this expression. 

II. All scattering quantities expressed in the coordinate 
representation consist of simple (finite) combinations of ele
mentary functions (polynomials, complex powers), gamma 
functions, and a "new" function V of four variables which is 
defined, for Re z and Re a positive, by 

V(a,c;x, -z): =zU[r(a)] - I 

xf'ta-l(l+rr-U-Ie-Xldt. (2) Jr, 
Special cases of this function include [apart from elementary 
functions and gamma functions] 2FI (l,c; 1 + a;z), IFI 
(a;l + a;xz), ,Fda;c;x), and U(a,c,x) (in the notation of Ref. 
9). The factors (1 + t t - a .- I and e - xl in the integrand in 
Eq. (2) can be expanded in powers oft andxt, respectively. In 
this way the function V can be related, e.g., to certain conflu
ent (generalized) hypergeometric functions of two variables: 
<PI and E, see Ref. 10, p. 225. However, the use of these 
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functions seems not advantageous and hence such expan
sions constitute no simplification. Rather, it seems that more 
complicated and less transparent expressions result. We con
tend that the function V, which is effectively just a primitive 
of a simple elementary function, is the most elegant and best 
choice for our maximal-reduced forms. Interesting and illu
minating examples can be found in Eqs. (11) and (19). 

III. There exists a typical "Coulomb singUlarity" at the 
on-shell point: p = k or q = k. This singularity is generated 
only by the long tail (range) ofthe Coulomb potential: ex r- I, 

r- 00 • It has the same analytic form for all partial waves and 
for all potentials of the form VI = Vel + Vsl where Vsl is any 
reasonable short-range potential either local or nonlocal 
(separable), see previous publications.4 It is convenient to 
have a simple, "standard" notation. To this end we use two 
functions, U) and fl, defined by 

U): = U)(k,q,y): = -q - (e1TY12/r(1 + iy)), ( _ k)iY 
q+k 

where 1m q>O and k is real positive, and 

fl: = fl (k,p,yj: = lim(P - k - ~E) -- iy 
<10 p + k + IE 

X (e 1TJ!2/r(l - iy)), 

where p and k are real positive. Since clearly 

limU)(k,p + i'T/,Y) = fl *(k,p,y), p> 0, k> 0, 
'110 

(3a) 

(3b) 

U) may be considered as an extension of fl. We have for the 
off-shell Jost function and Jost state associated with VI' 

limU)it (k,q) = it (k) It, (4a) 
q~k 

limU)lkqlr) = Iklt), 
q~k 

(4b) 

and for the off-shell T matrix and scattering state, 

limflTdp) = Ttlkloo) = Vllkl + ), (Sa) 
p--.k 

limfllkpl + ) = Ikl + ). (5b) 
p--_k 

We point out that the off-shell regular state is continuous at 
p=k: 

lim I kpl ®) = Ikl ®>. (6) 
p--.k 

These regular states are defined by 

I kl ® >: = (1 + G i VI ) I kl >, 
Ikpl ®>: = (1 + GiVt)lpl), 

where G i is the Green function for the regular state, cf. Ref. 
5 and Report l35 in Ref. 4. We have in general [cf. Eq. (15)] 

Ikl ®> = Ikl + >it, 

lim(rlkpl ®>/(r!pl > = 1. 
r~ 

In general the basic complexity of the maximal-reduced 
closed form for a certain scattering quantity is the same for 
alII = 0,1,2. However, for 1= 0 such an expression often 
has, ... a much more attractive and simple form. A striking 
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example is the maximal-reduced form for the off-shell Cou
lomb Jost function: 

fc (k,q) = b ~ iy =(: ~ ~r, 1=0, (7a) 

fcdk,q) = 1 - clyAd(q2/k 2);r) 
+ cly(q/k)1 b ~ iy N ~ iy,iy)(U), 1=0,1,2, .... 

(7b) 

Hereu: = (q2 + k2)/(2qk ),Cly: = n; (1 + r/n2)~I,andAI is 
a polynomial of degree I, 

clyAdq2/k 2;r) = 3F2( - 1,I,p + iy,1 - iy; 1 - q2/k 2). 

Clearly, only simple elementary functions playa role here. 
Other examples involving more complicated functions are 
provided by the closed forms for (P I kl r ) c' (P I Tel 11"), and 
(PI Tel Iql t )0' see Refs. 6 and 7. Examples of the opposite case 
in which the maximal-reduced closed formula for general I is 
very similar to the corresponding one for I = ° are given by 
Eq. (19) and (ef. Ref. 1): 

( I
G I ) - (21 + I)!! 

gal eI g/31 - _ (2/)!! 
(a+/3)~21~1 FII)(AB). 

(a - ik )(/3 - ik) 
(8) 

As illustration of the claimed general structure of scattering 
quantities we present below a set of new formulas which 
supplement previous results.4

-6 We have 
(i) For 1= 0: The Jost functionf i(k) associated with 

the Coulomb plus Yamaguchi potential is given in maximal
reduced form by 

f = fcprp + B ~ iy FIO)(B )] ~ I, (9) 

where 

fc = e1T"y12 Ir (1 + iy), 

p: = (/3 - ik)(/3 2 + k 2)Tc~ I 
= (/3 + ik )[A ~ 1(j3 - ik)2 - (2/3)~ IFIO)(B 2)]. 

For the corresponding off-shell Jost function we have ob
tained 

b ~ iYp + B ~ iYFIO)(Bb)(q - k)(q + i/3)~ I 
f(k,q) = . , 

p + B ~ IYF(0)(B) 
(10) 

and the Coulomb off-shell Jost state Ikqr) c is represented in 
coordinate space by 

(rlkqt)c =(2hT)1/2~keikr(<XO (tb~l)iYe2ikrtdt. 
lq Jlq ~ k )!2k 1 + t 

(11 ) 
It is interesting to note that 

This is a special case of the general formula 

/t(k,q) = lim(rlkql t)/(rlql r)o 
r--oO 

(12) 

which holds for any potential, see, e.g., Eq. (2.113) of Ref. 8. 
(ii) For general I ( = 0,1,2, ... ): The Jost function/t fol

lows from 

fl~ 1::1 = 1 + !1Tk'Tcsl (gllkl + ) cc( kl! Igl)' (13) 

the physical scattering wave function is given by 
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(rlkl + ) = (rlkl + ) c - Tcsl (riGel Igl) 

X (gllkl + )c' (14) 

the so-called regular solution by 

(rlkl ®) = (rlkl + )/t, (15) 

and the Jost solution ("irregular" solution) follows from 

(rlklr)fl~1::1 = (rlklr)c -Tcsl(rIGellgl) (gllklr)c' (16) 

These expressions are constructed from (in part) common 
components, some of which are well known, e.g., [cf. Eq. (8)], 

Tc~ I = A I~ 1+ (gllGeI Igl), 

(gllkl+)c = (klgl)B ~i'icll 
= (211T)1/2k 1(/32 + k 2) ~ I~ I 

xB ~iYe~7rY!2r(/+ 1 +iy)/l!. (17) 

The until now unknown components are given in closed 
form by 

and 

(gllkl r) c = c (kl! Igl) = o(kh IlfJ)fcl 
=fcd2l1T)1/2k ~1(/3 - ik )~1 

X(4k)~1(2/+ 1)!(/!)~2FII)(B), (18) 

(riG I )=.i..=...!L( 2ik
2
r )1+1(/3-ik)iYeikr 

eI gl l!kr /3 2 + k 2 /3 + ik 
(1/3+ ik)/ ~ 2ik 

X Jo t 1+ iy( 1 + t )1 ~ iYe2ikrt dt. 

(19) 

Finally, for the off-shell Jost state Ikql r) we have obtained 
the nontrivial, interesting relation 

Ikql r) -Ikql r)c 

= [It (k,q) - fcdk,q)] (k / q)1 + 1 cll 

X [Ikl r)c + Gel Igi )2(1Tk )~I(gllkl + )c~ T (20) 

Here the form factor gl may be arbitrary. 
Summarizing, we have revealed the common analytic 

structure of all two-body off-shell scattering quantities, ex
pressed either in momentum space or in coordinate space, 
for Coulomb plus rational separable potentials, for all partial 
waves. The complete three-dimensional Coulomb scattering 
quantities have the same structure, as follows from known 
results. We have discussed maximal-reduced closed forms 
and proposed a standardization for the presentation of ex
pressions for the scattering quantities. The use of maximal
reduced forms facilitates comparison of different expres
sions for the same object and offers an optimal form for 
subsequent numerical calculations which in tum give the 
connection with experimental data. New maximal-reduced 
closed forms have been given in Eqs. (9)~(11) and (18)-(20). In 
Eq. (3) we have given a simple formula for the typical on
shell singularity caused merely by the long range of the Cou
lomb potential. 

'H. van Haeringen, Phys. Lett. A 82,359 (1981). 
'E. O. AIt, W. Sandhas, and H. Ziegelmann, Phys. Rev. C 17,1981 (1978); 
H. van Haeringen, L. P. Kok, and W. Plessas, J. Phys. G: Nucl. Phys. 7, 
L193 (1981); W. Schweiger, W. Plessas, L. P. Kok, and H. van Haeringen, 
Preprint UNIGRAZ-UTP 02/82, University of Graz, 1982. 

H. van Haeringen 2469 



                                                                                                                                    

3L. P. Kok, Nucl. Phys. A 353, 171c (1981); C. Chandler, ibid. 353, 129c 
(1981). 

4H. van Haeringen, Phys. Rev. A 18, 56 (1978); Nucl. Phys. A 253,355 
(1975); 327, 77 (1979); H. van Haeringen and R. van Wageningen, J. Math. 
Phys. 16, 1441 (1975); H. van Haeringen, J. Math. Phys.17, 995 (1976); 18, 
927 (1977); 19, 1379 (1978); 20, 861, 1109, and 2520 (1979); Report 135, 
University of Groningen, 1979. 

sH. van Haeringen and L. P. Kok, Phys. Lett. A 82,317 (1981); Teor. Mat. 
Fiz.50, 100 (1982) (in Russian). 

6H. van Haeringen, J. Math. Phys., to appear (five papers). 

2470 J. Math. Phys., Vol. 24, No.1 0, October 1983 

7H. van Haeringen, Reports 82 06-8212, Delft University of Technology, 
1982 (in preparation). 

BH. van Haeringen, Report ISO, Groningen, 1979; Report 82 OS, 2nd ed., 
Delft, 1982. 

·W. Magnus, F. Oberhettinger, and R. P. Soni, Formulas and Theoremsfor 
the Special Functions of Mathematical Physics (Springer, New York, 
1966). 

lOA. Erdelyi, Higher Transcendental Functions (McGraw-Hill, New York, 
1953), Vol. I. 

H. van Haeringen 2470 
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We consider the partial waves of the two-body Lippmann-Schwinger equation for the T matrix in 
the cas~ ?fthe sum oft~e Coulomb plus a more rapidly vanishing potential. Using the knowledge 
of explicit forms of the Integrals determining the operation of the Lippmann-Schwinger operator 
on the singularities that characterize the on-shell behavior of the Coulomb-like T matrix, we 
extract a manifestly nonsingular integral equation from the Lippmann-Schwinger equation. We 
show that the half- and on-shell inhomogeneous terms and solutions can be made as smooth as the 
momentum representation partial projection of the non-Coulomb part of the potential. 

PACS numbers: 03.80. + r, 11.20. - e, 02.30.Rz 

1. INTRODUCTION 

It is well known 1 that the most straightforward means 
of getting two-body scattering amplitudes, half-shell and off
shell T matrices-the Lippmann-Schwinger equation
fails for the Coulomb interaction. This difficulty originates 
in the nonintegrable singularity of the Lippmann
Schwinger kernel. In the case of potentials vanishing at infin
ity like r~ 1 and more slowly, the Lippmann-Schwinger op
erator is not defined in the neighborhood of the energy shell 
even as a distribution. 2 In the two-body theory the knowl
edge of analytic forms of many Coulomb quantities enables 
one in the case of charged particles to bypass this difficulty. 
The basic means is the Gell-Mann-Goldberger two-poten
tial formalism. 3 The already classic approach uses the 
known analytic expressions for the coordinate representa
tion pure Coulomb wave functions. 4 By this method it is also 
possible to obtain the off-shell wave functionsS and inciden
tall/ half- and off-shell T matrices. The momentum repre
sentation approach has been applied by van Haeringen et 
aJ.1-9 to the case of the potential V = Ve + Vs , where Ve is 
the Coulomb and Vs a separable potential. The two-poten
tial formalism yields the T matrix as the sum 

T= Te + Tse , 

Te being the pure Coulomb Tmatrix. Tse is calculated in 
two steps. First the Lippmann-Schwinger equation 

tsdz) = Vs + VsGdz)tsdz) (1) 

is solved. In Eq. (1) G dz) denotes the pure Coulomb Green's 
function. The short range term Tse is then 

Tsdz) = [1 + VsGdz)]tsdz)[l + Gdz)Vs]. (2) 

We have used the same momentum space approach to 
investigate a more general class of potentials. 10 We have 
shown this method to be applicable in principle to all poten
tials vanishing in the coordinate representation at least like 
r - 1 - "for some € > O. In practical applications, however, the 
presence of the singular operator VsGdz) in Eqs. (1) and (2) 
may cause difficulties even if its singularities have been in
vestigated in detail. 11.12 

The operator VsGdz) is given by the pure Coulomb T 
matrix Tdz). For the complete Coulomb Tmatrix several 

equivalent analytic expressions have been known for a long 
• 713 S h d . time.' ome years ago t e s- an p-partlal waves were 

found in closed form. 7
•
8 Recently we gave a compact expres

sion for an arbitrary I th partial wave. 11 However, no such 
information is available in the three-body case, i.e., no three
body quantity is known in closed form. The only way to 
obtain the three-body transition amplitudes is the direct so
lution of the Faddeev equations. 14 The Faddeev operators 
are formed by the two-body Tmatrices, more exactly by the 
two-body operators T (z)Go(z). The knowledge of their singu
lar properties in the case of Coulomb-type interactions 
should enable us to extend the validity of the Faddeev equa
tions to the case of charged particles. We have given a de
tailed study of the partial wave projections of these operators 
both for the pure Coulomb 12 and a general Coulomb-type lO 

interaction. The two-body case should give a hint how to 
exploit this piece of information. From this point of view the 
mentioned method involving the two-potential formula is of 
little use. It is therefore of interest to study the possibility of 
regularization of the two-body Lippmann-Schwinger (LS) 
equation if the interaction is of the Coulomb type. 

In this paper we use the notation of Ref. 7. In particular 
the basis states in momentum representation are normalized 
so that 

(plk) = 0 (p - k) 

and the I th partial wave is 

(Plk,l) = k ~20(p - k). 

In the coordinate representation the states 

(rlk) = (21T)~3/2elkr 

and 

(3) 

(4) 

(5) 

(6) 

correspond to the states (3) and (4), respectively. The partial 
wave projections of a rotationally invariant operator A are 
defined by 

(PIA/IP') = f dp p/!p,p')(pIA Ip'), (7) 

P standing for the unit vector pip. The units are such that 
Ii = 1 and 2m = 1, m being the reduced mass of the pair of 
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particles. In what follows k will be considered to be the 
square root of the real energy E plus some small imaginary 
part E> 0: 

k = (E + iE)I/2, Im(k»O. (8) 

For E~ we shall denote 

(9) 

We consider a system of two charged particles interact
ing via a superposition of the pure Coulomb potential 

Vc!r) = 2krlr (10) 

(here we introduce.the dimensionless Sommerfeld parameter 
r = el e2/2k) and a potential Vs which is short ranged in the 
sense that it is, in the coordinate representation, a spherically 
symmetric potential vanishing at infinity as 

Vs(r)-r- I - v (11) 

for some v> 0 and such that the usual scattering theory 
holds; i.e., the wave operators exist and are complete for the 
Hamiltonians Ho, H = Ho + Vs. A sufficient condition for 
this to be true would be l5 

f"lVs(r)ldr+ frlVs(r)ldr< 00. (12) 

However, in what follows we shall work in the 1 th partial 
wave projection of the momentum space. Instead of the con
dition (12) we therefore formulate conditions on the partial 
wave projections 

Vd p,p') = (p,l I Vs 1P',l ) 

= ~ ('" Vs(r)j,(pr)j,(p'r)~dr. (13) 
1T Jo 

These conditions are stated as Assumption 1 in Sec. 2. They 
have been shown 10 to include all local spherically symmetric 
potentials vanishing for r-+ 00 as (11) but they also admit 
nonlocal potentials. What is most important, the kernels of 
the partial wave projections of Eq. (1), and consequently also 
of the partial wave projections of the ordinary LS equation. 

T(E + iE) = V + VGo(E + iE)T(E + iE), (14) 

with V = Vs' have been shown 10 to be compact if Vs satisfies 
these conditions. 

In the present paper we are concerned with the LS equa
tion (14) for potentials 

(IS) 

Due to the assumed rotational invariance of the potential 
(IS) the Tmatrix-the solution ofEq. (14)-is also rotation
ally invariant and its partial waves are defined via Eq. (7). At 
this point it should be observed that though the partial wave 
projections of the on-shell Coulomb and Coulomb-type scat
tering amplitude do not exist 16,17 in the ordinary sense (7), no 
problems arise in the half- and off-shell case I I; i.e., the partial 
waves (PI T,(E + iE)IP') exist for E;>O for all valuesp' =f.p and 
the partial wave series 

(pIT(E+iE)lp') = I 2/+ 1 P,Lo.p)(pIT,(E+iE)IP') 
'=0 41T 

converges in the ordinary sense. Instead ofEq. (14) we con
sider its partial wave projections in the momentum represen-
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tation 

(16) 

where 

(17) 

In Eq. (17) Vs" is defined by Eq. (13) and V C,' is the 1 th partial 
wave of the Coulomb potential (10) in the momentum repre
sentation 

V ' _ 2kr (p2 + p'2) 
CJ(p,p)--,Q, 2' , 

1Tpp pp 
( 18) 

Qdx) being the Legendre function of the second kind. 
Ifp,2=f.E =f.p2 the Tmatrix in Eq. (16) remains off-shell 

if E~, thus the limit E-+O can be taken. From Zorbas' re
normalization factor l8 and especially from the analytic ex
pressions 10.11 for the singularities of the partial waves of the 
off-shell Coulomb and Coulomb-type Tmatrix it is seen that 
the solution ofEq. (16) with E~ behaves for p,z=f.E and 
pZ-+E like 

constX (p2 - E - iO)iY. (19) 

[See also Eq. (30) of Sec. 3.] The existence ofthis singularity 
is caused by the nonintegrable coincidence of singularities 
InlE - p"21(E - p"2 + iO)-t, which appears in the inte
grand on the RHS of Eq. (16) if p2 = E. The first factor ori
ginates in the Coulomb potential (18) if p2 = E and the sec
ond is the free Green's function. This coincidence of 
singularities, which is characteristic of the Coulomb LS 
equation, has been discussed already by Veselova. 2 In Sec. 3 
we show that the singularity (19) has the property of being 
conserved by the Lippmann-Schwinger operator V[Go, 

where by V[ we mean the I th partial wave projection of the 
potential V defined by Eqs. (13), (17), and (18). This basic 
property of the operator V[Go is stated in Theorem 1 of Sec. 
2. We do not give a proof of this theorem as it is a rather 
simple consequence of an analogous theorem for the opera
tor T[Go proven elsewhere. 10.12 Besides, the simple analytic 
expression (18) for the Coulomb potential makes it possible 
to verify Theorem 1 directly. Theorem 1 of Sec. 2 is used in 
Sec. 3 not only to prove in a way independent ofthe previous 
results 10,11 the form (19) of the on-shell singularity of the off
shell Tmatrix (PI T[(E + iO)IP')( p'2=f.E) but also to find the 
singular part up to terms of the order 0 [ (p2 - E t], where 
n = 0,1, ... ,is, in principle, arbitrary. To fully exploit this 
possibility we introduce in Sec. 2 an alternative stricter re
quirement on the partial waves of the short-range potential 
VS,l(p,p'). Ifwe require the function Vs.[(p,p') to be several 
times Holder derivable in both variables p,p' (potentials that 
fall off exponentially in the coordinate representation are 
analytic) we are able to split the solution (PI T[(E + iO)lp') of 
the LS equation (16) into two terms. In the first one the de
pendence on the variable p is singular but is given in explicit 
form, the second term is several times Holder derivable and 
is the solution of a nonsingular integral equation. However, 
even with only a Holder continuous potential VS.l( p,p') the 
integral equation for the regular term is free of nonintegrable 
singularities. 
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In the case when the initial momentum p' lies on the 
energy shell p,2 = E the situation seems to be much more 

complicated at first sight. First of all for p' = [if, if we were 
to take the limit E-o we should renormalize the T matrix 
according to the formula 18 

(pi T/(E + iO)lko>h.s. 

= lim r -1(1 - iY)(~) - Y (pIT/(E + iE)lko)' (20) 
<~o 4E 

where 

(pi T/(E + iO)lko>h.s. = (PI V/lko,1 + ) 
is the correct partial wave of the half-shell Coulomb-type T 
matrix, (rlko'! + ) being the partial wave of the Coulomb
type wavefunction [in the pure Coulomb case we have, e.g., 19 

(rlk 1+) = IT r(/+ 1 +iY)e-(I12)"'Y(2k r)/eikor 

0' C \j 1T (21 + 1)1 0 

X IFI(I + 1 + iy,21 + 2, - 2ikor)]. 

It is immediately seen that the renormalized limit (20) cannot 
be performed in Eq. (16) if we take p' = ko as the inhomogen
eous term does not contain the singularity Eiy. 

On the other hand, if we try to write down the LS equa-
tion 

(pi T/(E + iO)lko>hs = V/(p,ko) 

+ i'" V/(p,p')(P'IT/(E + iO)lkoks ,2d' 

(E ,2 '0) p P (21) 
o -p +1 

we find that the integral on the RHS of Eq. (21) is not de
fined. To see this it is sufficient to write the expression for the 
I th partial wave of the half-shell pure Coulomb T matrix 11.20

: 

(pi Te,/(E + iO)lko)hs 

= ~-(II2)n-Y[r(1 _ iy)r(l + 1 + iy) (I + iy)-I 
1Tp r(I+I-iy) I 

X P \iY. _ iy)(p2 + k ~) (p2 - E - iO)iY 
2pko (p + kO)2IY 

_ r (1 + iy) Y P \ - iy,iy) P 0 (
l-i )-1 (2+ k 2) 

I 2pko 

X Ip + kof'Y ] 
1p2 _ E + iO)iY , 

where p\a.P)(x) are the Jacobi polynomials,21 The second 
term in the square brackets contains the singularity 

(p2 _ E + iO) - iy, 

which multiplied by the free Green's function 
(p2 _ E - iO) - I is nonintegrable and undefined even as a 
distribution, This is the reason why the LS equation (21) is 
undefined. I 

To treat the LS equation (16) correctly withp' = ko we 
have to be careful in taking the limit E-o. From the analytic 
expressions for the singularities of the pure Coulomb and 
Coulomb-type Tmatrix lO

,1I it can be seen that 
(PI T/(E + iE)lko) contains the singularity 

( 
iE )iY constX 2 " 

P -E-IE 
(22) 
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In Sec. 2 (Theorem 2) we give the way this singularity is 
transformed by the LS operator V/Go. It appears that the 
singularity (22) is again conserved. Moreover, a term repro
ducing the potential V/(p,ko) (up to some factor) arises. In 
Sec, 4 we prove that the off-shell T matrix (P I Tr(E + iE) I ko) 
contains the singularity (22) in the neighborhood of the ener
gy shell independently of the previous results 10,11 by showing 
that a suitably chosen expression containing this singularity 
satisfies (in the limit E-o) Eg. (16) withp' = ko' As we shall 
see the singularity (22) makes the potential V/( p,ko) reappear 
in the expression for the integral 

i'" V/(p,p')(P'IT/(E + iE)lko) ,2d' 

E 
,2, P P 

o - P + IE 
with the opposite sign, This cancels the inhomogeneous term 
ofEq, (16) and settles the problem of taking the renormalized 
limit (20) of the LS equation. The solution ofEg. (16) with 
p' = ko is sought in the form of a sum of three terms, the term 
containing the singularity (22), a term with the singularity 
(19), and a regular term. The dependence on the variable p of 
both singular terms can again be determined analytically, 
the regular term is the solution of the same nonsingular 
equation as in Sec. 3 with just a different inhomogeneous 
term. 

In Sec. 5 we briefly describe the way physical (on-shell) 
values are obtained from the solutions of the modified equa
tions. We also discuss the numerical applicability of the new 
nonsingular equations. 

2. LlPPMANN-SCHWINGER OPERATOR V,Go 

Let us briefly review the consequences of our study of 
the properties of the operator T/Go. 10,12 All results concern
ing this operator are valid for V/Go if taken in the Born limit. 
We shall state them in the form of two theorems. 

For this purpose we introduce Banach spaces of HOlder 
functions defined on (0, 00 ),q8 (),a,1' (0,00 ) as spaces offunctions 
with finite norms: 

11~11(),a,1' = sup (1 +p)()~~~(p)1 
pe(O, 00) 1 + pa ~ 
Ih 1<1 

+ 1~(P+h)-~(p)I], 
Ih II' 

with some a>O, 0>0, and/LE(O,I]. 
The short-range part of the potential Vs will be sup

posed to satisfy either of the following assumptions. 
Assumption 1: 

Vs,/( p,p')E,q8 ()"a,,!'o(O, 00) X,q8 ()2,a2'!'o(0, 00), 

where/LoE(O,I] and 01,02,a l ,a2 are arbitrary nonnegative 
real numbers satisfying 

01 + O2 = 1 + 00 , OoE(O,I); a l + a 2 = 2 -/Lo' 

Assumption 2: Vs,/(p,p') satisfies Assumption 1 and 
moreover 

Vs,/ (p,p')EC (m) X C (m) 

with Holder mth derivatives, 
It is easily seen 10 that the requirements of smoothness of 

the potential in momentum representation are equivalent to 
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restrictions on the asymptotic behavior in coordinate repre
sentation. Thus, e.g., Assumption I restricts the class of ad
missible potentials Vs to such that behave for r-+ 00 roughly 
like r - 1 - I'D. It has to be pointed out that Assumptions I and 
2 admit both local and nonlocal potentials. 

Theorem 1: Let <PEflJ O.a.I' (0, (0) (aE[0,3), OE(0,2), 
,uE(O,I]), and suppose Assumption I holds. Then 

_ fC VI (p,p')( p'2 _ E _ iO)iY - ItP (p'Jp'2dp' 

= ¢I [tP ] (p,E + iO,O,y)( p2 - E - iO)iY 

+ 71 [tP ](p,E + iO,y), (23) 

where ¢I is an analytically defined functional (see the Ap
pendix) such that the function ¢I [tP ] is HOlder with index,u 
in the variable p and 

(24) 

The function 71 [tP ] is Holder with any index,u' < min(,u,,uo)' 
For the whole integral (23) the following estimate holds: 

11'00 VI( p,p')( p'2 - E - iO)iY - ItP (p'Jp'2dp' I 

<C(I +p-a')(1 +p)-O', 

where 

a'E[0,2 -,uo]Aa'>a - 1; 

o 'E[0,2] A 0' < 1 + 0 A 0' < 0 + 00 , 

(25) 

(26) 

If tP is n times HOlder derivable and Vs satisfies Assumption 
2 then ¢I [ tP ] is n times Holder derivable and 71 [ tP ] is 
min(m,n) times Holder derivable. 

Theorem 2: Let tP be the same as in Theorem 1. Then 

i"" VI(P,P')( ,2 i€ . )iY(p'2_E_i€)-ltP(p'Jp'2dp' 
o p -E -l€ 

1 etry - e - try 
- - . kotP (ko)V1 (p,ko) 

2 ly 

- ¢I [tP ](p,E + iO,O, - y)( 2 i€ . )iY 
P -E-I€ 

+ E"YO"I [tP ](p,E + iO,y) + oE(I), (27) 

where ¢I is the same as in Theorem 1 but with opposite sign 
for y and 0"1 [ tP ] is, under Assumption 1, Holder with any 
index,u' < min(,u"uo) in the variable p. Under Assumption 2 
and if tP is n times Holder derivable then 0"1 [tP ] is min(m,n) 
times HOlder derivable. The sum of the last two terms on the 
RHS of Eq. (27) satisfies the estimate (25) and (26). 

3. OFF-SHELL TMATRIX 

In this section we shall derive a nonsingular equation 
yielding the Tmatrix fully off the energy shell. It means that 
in the matrix element (P I TI (E + iO) 11") the initial momen
tump' =l=ko and there exists a neighborhood (K1,K2 ) of the 
energy shell such that 

(28) 

(29) 
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We shall proceed as follows. We shall first formulate an an
satz on the singular behavior of the T-matrix element 
(P I TI (E + iO) 11") in the neighborhood of p = ko. Then the 
ansatz will be proven by requiring that the T matrix satisfy 
the Lippmann-Schwinger equation. The proof will automa
tically yield equation for the nonsingular part of the Tmatrix 
on (K1,K2 ). Finally, the equation will be completed for the 
whole interval (0,00) and given a compact form. 

Our ansatz will be that on (K1,K2) the off-shell Cou
lomb-like T matrix can be written in the form 

= al(p,E + iO,iy)(p2 - E - iO)iyt1.l(p',E + iO) 

+ t2,l(p,p',E + iO), (30) 

whereal(p,E + iO,iy) and t2,/(P,p',E + iO) are some regular, 
i.e., at least Holder, functions in the variable p and 
t1.l(p',E + iO) is independent onp. [It is easily seen JO

,l1 that 
Eq. (30) actually holds but we point out that it will be proven 
independently using only the properties of the operator VI Go 
stated in Theorems 1 and 2 of Sec. 2]. 

The requirement that (PITI(E + iO)IP') satisfy the LS 
equation yields the following. 

Theorem 3: For pE(K1,K2) there exists a polynomial of 
nth degree in the variable p2 - E a}nl( p,E + iO,iy) satisfying 

(31) 

and tl,/(p',E + iO) independent ofp such that for pE(K1,l(2) 

(PI TI(E + iO)IP') 

= e - Try r (1 - iy)(4k 6 )iYa}nl( p,E + iO,iy)( p2 - E - iO)iY 

Xtl.l(p',E + iO) + th~)(p,p',E + iO) (32) 

is a solution of the Lippmann-Schwinger equation 

(PI TI(E + iO)lp') = VI(p,p') 

i "" VI(p,p")(P"ITI(E+iO)IP') "2d" 
+ 0 E + iO _ p,,2 P p, 

(33) 

and that under Assumptions 1 and 2 the function 
t2,/(P,p',E + iO) is Holder with an arbitrary index,u <,uo or 
min(m,n) times HOlder derivable in the variable p, respec
tively, and is zero for p = ko: 

t2.dko,p',E + iO) = o. (34) 

Proof For € > 0 the LS equation (16) holds for all values 
of the initial and final momenta. 22 If p =1= ko and p' =1= ko the 
limit for €-+O exists but has to be taken after the integration. 
We shall therefore take €-+O in Eq. (16) but we have to under
stand this limit in the distributional sense. To see if the 
expression (30) can satisfy the LS equation we shall substi
tute it into Eq. (33): 
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(p2 _ E - iO)ira/(p,E + iO,ir)tl,l(p',E + iO) 

+ t2,/(p,p',E + iO) = V/(p,p') 

+ (!oK, L]V/(P,P")(E - p,,2 + iO)-1 

X (p" I T/(E + iO)IP')p"2dp" 

- (5;2 V/(p,p")(p"2 - E _ iO)ir-1 

Xa/(p,E + iO,ir)P"2dp" )tl,l(p',E + iO). (35) 

If we succeed in finding a/(p,E + iO,ir) and tl,/(p,E + iO) as 
stated by the theorem the second integral on the RHS will be 
nonsingular as well as the first one, in which the on-shell 
singularities cannot be reached. We shall therefore consider 
in the first place the last term on the RHS of Eq. (35). 
Theorem 1 yields 

_ fK2 

V/(p,p")(p"2 _ E _ iO)ir- laJlp",E + iO,r)p"2dp" 
JK, 

= 1'/ [a/ ] (p,E + iO,1(I,K2) + "'/ [a/ ] (p,E + iO,O,r) 

X (p2 - E - iO)ir, (36) 

where 1'/ [a/ ] is an at least HOlder function assuming a/ is 
also at least Holder. The most singular term is thus the sec
ondoneon the RHS ofEq. (36). AftersubstitutionofEq. (36) 
into Eq. (35) the singularities proportional to (p2 - E - iO)ir 
have to cancel if Eq. (35) is to be satisfied. We shall require 
that the equation 

all p,E + iO,ir) = "'/ [a/ ] (p,E + iO,O,r) (37) 

be fulfilled at least up to some (arbitrary) nth degree of the 
Taylor expansion of both sides in the variable p2 - E. If we 
denote 

f'n)(p)=[f(p)]ln) = i ~ dr .(E)(p2 - E)j, 
j~O j1 (dp)' 

this means that we seek the solution of the equation 

a\n)( p,E + iO,ir) = ["'/ [a\n)] (p,E + iO,O,r)] In), (38) 

satisfying the condition (31). In one of our previous works 12 

we have shown (see the Appendix) that the solution of Eq. 
(38) exists and, ifEq. (31) holds, is unique for any n. Ifwe 
denote by a/J(E,ir) the coefficients of the polynomial 

tl.l(p',E + iO)=e - 1Trr(l - ir)(2ko)2ir t1 ./(p',E + iO) 
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n 

a\n)(p,E + iO,ir) = L a/J(E,ir)(p2 - E)i, 
i~O 

we can say more exactly that there exists a recursion formula 
relating all coefficients a /J (E,ir) for j > 0 to the zeroth order 
coefficient a/,o, which is chosen equal to one. The formula as 
well as its application to the calculation of the first-order 
coefficient are written out in the Appendix. We find, e.g., 
that 

. ir+ 1 
a/,I (E,lr) = - --m- ' (39) 

which is in accordance with the exact expression ll for a/. 
Having solved Eq. (38) we shall denote 

u\n)(p,E + iO;ir,1(I,1(2) = 1'/ [a\n)] (p,E + iO;KI,1(2) 

+ Rn ["'/ [a\n)] ](p,E + iO,0,r)(p2 - E - i(W 

= _ (2 V/(p,p") 
JK, 

X(p"2 - E - iOlir-la\n)(p",E + iO,ir)p"2dp" 
- a\n)(p,E + iO,ir)(p2 - E - iO)ir (40) 

and 

t~~I(p,p',E + iO) = t2,/(p,p',E + iO) 

+ Rn [a/ ](p,E + iO,ir)(p2 - E - iO)irtl,l(p',E + iO), 
(41) 

where Rn [J] stands for 

Rn[J] =/_/In). 

OnaccountofEqs. (40) and (41) we can rewriteEq. (35)in the 
following form: 

t~~l(p,p',E + ;0) = V/(p,p') + (!oK, + L] 
V/(p,p")(P" I T/(E + iO)IP') 2 

X pIt dp" 
E-p,,2+iO 

+ fK
2 

V/(p,p")(E _ p"2 + iO)-lt~Hp",p',E + iO)p,,2dp" 
JK, 

+ unp,E + iO;ir,K1,K2)t1.l(p',E + iO). (42) 

IfEq. (34) is to be satisfied then the RHS ofEq. (42) has to be 
zero for p = ko. In the Appendix we show that the constants 
KI and K2 can always be chosen so that 

u\n)(ko,E + iO;ir,1(I,K2)¥=0. (43) 

By (A3) it is possible to take 
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To complete the proof let us observe that for pE(K1,K2J 

the first two terms on the RHS ofEq. (42) are under Assump
tion 1 or 2 Holder with index /1-0 or m times Holder derivable, 
respectively. By Theorem 1 (with y = 0) the operator V/Go 
with Vs./ satisfying Assumption 1 or 2 maps the space of 
Holder functions with indices /1- <f.Lo into itself or the space 
of n times Holder derivable functions into the space of 
min(m,n) times Holder derivable functions, respectively. 
This statement can be applied to the third term on the RHS 
ofEq. (42) which, due to the fact that the last term is n times 
Holder derivable, yields the properties of the function 
t ~~)( p,p',E + iO) stated by the theorem. 

To get a closed set of equations, Eqs. (42) and (44) must 
be completed by the equation for <PI TilE + iO)jp') with 
p€i[KI,K21. This equation is easily obtained by substitution of 
Eq. (42) into Eq. (33) now withp€i[K1,K2]. The resulting 
equations can be given a compact form similar to that of the 
original LS equation. Let us denote 

:71nl(p,p',E + iO) 

= XKI.K,(P)t~~)(p,p',E + iO) 

+ (1- XK,.K,(P)] <pIT/IE + iO)jp'), 

021 Inl( p,E + iO) 

= XK,.K,(p)u\nl(p,E + iO;iy,K1,K2) 

(45) 

+ [1 _ XK"K,(pj] (2 V/(p,p')/P,z _ E _ iOYY- 1 

JK 1 

X a~nl( p' ,E + iO,tylp,2dp' (46) 

where XK"K,(P) = 1 forpE[Kl,K21 and is zero elsewhere and 

'Y/(p,p',E + iO) = V/(p,p') 

U21\"l(p,E + iOjV/(ko,p'j 

u\"l(ko,E + iO;iy,KI>K2) 
(47) 

We arrive at the equation 

:71n )(p,p',E + iO) = 'Yln/(p,p',E + fO] 

+ l"" 'Y\n)(p,p",E + iO)(E - p,,2)-1 

x3)")(P" ,p',E + iOjp,,2dp". (48) 

The conditions for the behavior of the potential Vs,/ on 
both ends of the interval (0,00 ) have been chosen so that the 
compactness of the LS operator is ensured. 10 It is easily seen 
that the Coulomb potential satisfies these conditions too. 
The noncompactness of the Coulomb-type Lippmann
Schwinger operator results in the singularity of the solution 
< pi TI(E + iOI[P') on the energy shellp2 = E. In the neigh~ 
borhood of the energy shell the integrand (48) has been modi
fied by extracting the singularity of the solution in such a 
way that (E - p,,2)-I,5'1rl(p",p',E + iO)hasat most theinte
grable singularity [p"2 - E I" - I. This singularity remains 
integrable also if combined with the logarithmic singularity 
of the modified potential rr)( p,p" ,E + iO), which origin
ates in the pure Coulomb potential (18). As a result Eq. (48) is 
for any n;;"O manifestly nonsingular. 
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4. HALF-SHELL T MATRIX 

In the previous section we excluded the possibility of 
the initial momentum reaching its on-shell value. This was 
because in this case additional singularities appear. How
ever, it appears that the method of Sec. 3 can be applied again 
with just slight modifications. It is well known22 that the 
limit for E~ of the matrix element <PI TI(E + iE)lko) does 
not exist. Therefore, it is impossible to set E~ from the very 
beginning. Another reason why we have to take E> 0 is that 
the limit of the Lippmann-Schwinger equation (16) does not 
exist even after renormalization. We shall formulate, in the 
same way as in Sec. 3, an ansatz on the form of the Tmatrix 
in the neighborhood of the energy shell. This time the energy 
shell is approached in two ways, for E-o and p-k, and both 
limits are singular. Subsequently, the ansatz will be proven 
by substitution into the LS equation. In spite of all the men
tioned differences the proofwill again yie1d directly a regular 
equation for the nonsingular part of the renormalized half
shell T matrix. 

In the limit E~ the oscillating factor [see Eq. (20)] 
F (1 - iy)(d 4k ~ ty appears in the matrix element 
<PI T/(E + iE)lko)' 18,22 Taking this fact into account we shall 
seek the solution ofEq. (16) withp = ko in the form 

<PIT/(E + iE)lko> = - (ihrkoIF(l + iy) 

XF(l - iy)b/p,E + iO,iy) 

x( iE )iY + _i_r2(1_ iy)e//p,E + iO,iy) 
p2 _ E - iE 1Tko 

XS (E){p2 - E ~ iO)iY ~Y 
/ (2ko)21Y 

+ r/(p,E + iO)r(l - iy)(2ko) - 2ir~Y + o€(I) (49) 

for pE(K I ,K2 }, the constants K I ,K 2 being chosen according to 
(28). The functions bl,c/, and r/ are assumed to be at least 
Holder. The constant factors are introduced only for conve
nience (see Sec. 5). We shall prove the following theorem. 

Theorem 4: For pE(K1,K2) and E-o 

<PI TilE + iE)lko) 

= - _i -F (1 + iyjF (1 - iy)a~"l( p,E + ;0, - iy) 
1Tko 

x( iE )iY + _i_F2{1 _ iy) 
p2 _ E - iE 1Tko 

( 2 _ E _ fOYY . 

X aln )( p,E + iO,iY)jAE) P (
2k

o)2iY c'Y 

+ r}"l( p,E + iO)r (1 - iy)(2ko) - Ziy ~Y + 0 ~ (1) (50) 

satisfies Eq. (16) withp' = ko and £-0. In Eq. (50) 
a\"l( p,E + fO, ± iy) is the same as in Sec. 3 with the opposite 
and the same sign of y in the first and second term on the 
RHS, respectively. Under Assumptions 1 and 2 the function 
r}"l( p,E + iO) is HOlder with an arbitrary index p. <p.o, 
min(m,n) times Holder derivable, respectively, and such that 

(51) 

Proof In the same way as when proving Theorem 3 we 
shall substitute the expression (49) into Eq. (16) (with 
p' = ko). Without writing the obtained equation in detail we 
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note that the following two relations will be needed: 

i
K2 

term arising from the first term on the RHS ofEq. (53). In 
order that they cancel we have to take 

- V/(p,p")(p"Z - E - iO)iY 
K, b/(ko,E + iO,iy) = 1. (55) 

and 

X ct\p",E + iO,iy)p"zdp" 

= tP/ [c/ ](p,E + iO,O,y)(pz - E - iO)iy 

+ 7, [c/ ](p,E + iO;K1,Kz) (52) 

Furthermore, we shall require that 

b/(p,E + iO,iy) = tP/ [b, ](p,E + iO,O, - y) (56) 

and 

c,(p,E + iO,iy) = tP, [c, ](p,E + iO,O,y). (57) 

l K2 V (")( iE )iY(,,2 _ E _ iE)-1 
/ p,p "Z E . P 

K, P - -IE 

Xb/(p",E + iO,iy)p"2dp" 

Taking into account that in the expression (49) c, forms a 
product with a still undetermined factor s, (E) we can choose 
c,(ko,E + iO,iy) arbitrarily. We shall set 

eTTY _ e - TTY • • 
= - . kob/(ko,E + IO,ly)Vt\p,ko) 

21Y 

- tP/ [b/ ](p,E + iO,O, - y) 

X( 2 iE . )iY +0"/[bd(p,E+iO;K1,Kz)€'"Y 
p -E-IE 

(58) 

Equations (55)-(58) imply 

b/(p,E + iO,iy) = a,(p,E + iO, - iy) 

and 

+ 0E(l). (53) c,(p,E + iO,iy) = a,(p,E + iO,iy). 

Equation (52) results from Theorem 1 and Eq. (53) from 
Theorem 2. Moreover, we shall introduce the half-shell T 
matrix by 10,11 

As before we shall solve Eqs. (56) and (57) only up to an nth 
degree of the Taylor expansion inp2 - E, i.e., Eq. (38) will 
hold. Introducing then 

(PIT1(E + iE)lko) 
r,n)(p,E + iO) = r,(p,E + iO) - (ihrko)r(l + iy) 

xRn [a, ](p,E + iO, - iy) 
X (pZ - E + iO) - iy 

+ _,_' F(1 - iy)(2ko)-ZiYS ,(E) 
'Oko 

= F(l- iYl(4:~ r (PIT/(E + iO)lko)h.S. + oE(I). (54) 

In the obtained equation we shall require that the terms con
taining the same type of singularity cancel. First of all two 
terms on RHS do not contain the singularity €,"Y, which 
makes the renormalization of the RHS impossible. These 

xRn [a/ ](p,E + iO,iy)(pz - E - iO)iY 

(59) 

terms are the potential term of the original Eq. (16) and the and 
I 

v\n)(p,E + iO;iy,l(I,I(2) = 0", [a\n)(-,E + iO, - iy)] (p,E + iO;KI,I(2) - Rn [tP, [a\n)(p,E + iO, - iy)] ](p,E + iO,O, - y) 

X(p2 - E + iO) - iI', (60) 

we arrive, after multiplying by the renormalization factor F -iI I - iY)(E14k ~) - iy and taking the limit E-+O, at the 
equation 

r,n)(p,E + iO) = _i_F(1 + iy)(2ko)2;Yv\n)(p,E + iO;iy,l(I,I(2) 
1Tko 

+ _i-r(l - iy)(2ko)-2;Ys/(E)u\n)(p,E + iO;iy,K1,I(z) 
1Tko 

+ (iK

, + L]V/(P,P")(E - p"2 + iO)-I(P"IT,(E + iO)lkoh.s.p"2dp" 

+ ('Y/(P,p")(E - p"2 + io)-Ir,n)(p",E + iO)P,,2dp", 
JK, (61) 

where u\n) is defined by Eq. (40) and (PIT/(E + iO)lko)h.S is the Coulomb-like half-shell Tmatrix introduced by Eq. (54). In 
order that (51) be satisfied s/(E) has to be determined by the following relation: 

_i_F(1 - iy)(2ko) - 2iYS /(E) = - _i_F(1 + iy)(2ko)2;Y 
1Tko 1Tko 

X v\n)(ko,E + iO;iy,l(I,I(2) 1 [( (K, (K')V " 
u\n)(ko,E + iO;iy,l(.,I(2) - u\n)(ko,E + iO;iy,l(I,l(2} Jo + JK, ,(p,p 1 

X (E - p,,2 + iO)-I(P" I TI(E + iO)(ko)h.s.p"2dp" 

+ L~' Y/(p,p")(E - p,,2 + iO)-Ir,n)(p" ,E + iO)P"2dp" ] , (62) 
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where Kl and K2 are again supposed to be chosen so that (43) holds. 
As far as the dependence on the variablep is concerned Eqs. (61) and (42) differ only by their first terms on the RHS. The 

first term on the RHS of Eq. (61) is, however, Holder with index,u <,uo, min(m,n) times HOlder derivable, under Assumptions 
1 and 2, respectively. As a result the concluding consideration of the proof of Theorem 3 applies to the present case too. This 
completes the proof. 

Denoting 

:T1tJ(p,ko,E + iO)hs = XK1.K2(p)rtJ(p,E + iO) + [1 - XK1,K2(P)] (PIT,(E + iO)lko)hs' (63) 

!!C'np,E + iO) = 1T~O F(1 + iY)(2ko)2il'[XK1K,(p)vlnJ(p,E + iO;iy.K1.K2) 

+ [I -XK1.K2(P)] L~2V,(p,p")(p"2_E+iO)-il'-lalnJ(p"'E+iO, -iy)p"2dP"] , (64) 

and 

.P'lnJ( p,E + iO) 

= !!C'\nJ( p,E + iO) - _i -F (1 + iy)(2ko)2il' 
1Tko 

(nJ . . ezr In)( p,E + iO) 
X v, (ko,E + 10;ly,K1,K2) , 

uln)(ko,E + iO;iy,Kl>K2) 
(65) 

with ezrln ) and u\n J defined by Eqs. (40) and (46), we obtain the 
resulting integral equation in the form 

:T1t)( p,ko,E + iO)h.s. 

= .P'ln)( p,E + iO) + 100 

rln)( p,p' ,E + iO)(E _ p'2)-1 

x:T1t)(p',ko,E + iO)h.s p'2dp' (66) 

where r)n) is given by Eq. (47). 
Similarly as in the case of the ordinary Lippmann

Schwinger equation for short-range interactions the modi
fied off- and half-shell equations (48) and (66) differ only by 
their inhomogeneous terms. Both inhomogeneous terms 
have the same properties and Eq. (66) is again manifestly 
nonsingular for any n»O. 

5. CONCLUSIONS 

Starting from the Lippman-Schwinger equation which 
is, in the case of Coulomb-like interactions, highly singular, 
we have obtained in Sees. 3 and 4 a manifestly nonsingular 
equation yielding via Eqs. (32) and (45) and (50) and (63) the 
Coulomb-like off- and half-shell T matrix. This is guaran
teed by Eqs. (34) and (51) together with the Holder property 
of the solutions because then 

for all n,O and the modified potential contains only the loga
rithmic Coulomb singularity. 

For a derivable short-range potential Vs satisfying As
sumption 2 the expression in the absolute value above can be 
made continuous and smooth, which greatly facilitates the 
numerical treatment. In this case the only singularity left in 
the integrand is the Coulomb logarithmic one. To treat this 
singularity, e.g., the subtraction method23 can be used. 

When no long-range interaction is present the Lipp-
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I 
mann-Schwinger equation for the off-shell T matrix can be 
considered as a means of calculation of the half-shell T ma
trix and, in the same way, the equation for the half-shell T 
matrix yields, when the final momentum is set equal to its 
on-shell value, the on-shell T matrix. The same can be said 
about the equations obtained in Sees. 3 and 4 with the only 
difference that the transition to on-shell values involves the 
Coulomb renormalization. 1O

•
1I

,18 Equations (31), (32), and 
(34) yield 

h.s. (koIT,(E + iO)IP') = tl,,(p',E + iO) 

and Eqs. (31), (50), and (51) imply 1 1 

tilE) = is,(E)/1Tko, 

where tilE ) stands for the properly renormalized on-shell 
value of the Coulomb-like T matrix, i.e., 

sitE) = exp[2i8,(E)] , 

where 8,(E) is the phase shift of the total Coulomb-type po
tential Vc + Vs. ! After the limit E~ has been taken in Eq. 
(50) the first term on the RHS ofEq. (50) contributes a non
renormalizable singularity on the energy shell. However, for 
p2-+E this term is independent of I [by Eq. (31)]. As the 
partial wave decomposition of the on-shell T matrix exists 
only in a distributional sense which ignores the singularity in 
the forward direction, and as terms of the partial waves that 
are independent of I contribute only just to the value of the 
nondecomposed T matrix in the forward direction, such 
terms are ignored and are to be left out. See Ref. 11 for a 
detailed discussion.) 

The calculation of the half- and on-shell values is thus 
performed in analogy with the short-range case in two steps. 
First Eq. (48) or (66) is solved with ap variable and then the 
half- or on-shell matrix element is calculated by substituting 
the solution into Eq. (44) or (62), respectively. 
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APPENDIX 

In Theorem 1 we have introduced the functional ifJ,. It is 
defined by the following set of relations 12: 
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tPl [cJ> ](p,E + iO,O,y) 

= ko [PI (p2 + k ~ )lPl [cJ> ] (p,E + iO,O,y) 
p 2pko 

_ iy/(/+ 1) (p2-E)2W/[cJ>](p,E + iO,O,Y)] , 
8pk6(l +iy) 

(AI) 

lPl [cJ> ](p,E + iO,O,y) = (p2 - E - iO) - iy lim iy 
(3---..()+ 

IP2 ( ,2 + k 2
) 

X PI P , 0 cJ> (p')(p,2 - E - iOf+ iy- Idp'2, 
E 2p ko 

(A2) 

1(1 + 1) (p2 _ E _ iO)iy+ I~ [cJ> ](p,E + iO,O,y) 
2(iy + 1) 2k ~ I 

where 

./'(1)( 'k '0)= ~.lp((p2+k~)(p'2+k~)) 
rl p,p, 0, L ~ IJ 4 'k 2 

j= I}. PP 0 

X( _ (p2 - k~)(P'2 - k~))j-I (A4) 

4pp'k~ 

PIJ(X) standing for 

( 
d )i 

PIJ(x) = dx PI (x), 

PI(x) being the Legendre polynomial. 
It is easy to show that if 

'" cJ>(p) = I cJ>j(E)(p2_E)i, 
j=O 

then 

'" 
tPl [ttJ ] (p,E + iO,O,y) = I dj [cJ> ] (E,O,y)( p2 - E )i, 

j=O 

where 
j 

dj[ttJ](E,O,y) = I MJ~(E,0,y)(p2_E)m. 
m=O 

M)~ (E,O,y) are the coefficients of the Taylor expansion 

'" tPl [(.2 - E)m](p,E + iO,O,y) =I MJ~(E,0,y)(p2 - E)j. 
J=m 

(AS) 

Equation (38) then reduces to 

j 

aIJ(E,iy) = I Mj~(E,O,y)al.m(E,iy), j = 1, ... ,no (A6) 
m=O 

Equations (Al)-(A4) can be used to calculate the coefficients 
MJ~ (E,O,y) explicitly. It is especial1y easy to get 

M(/)(E ° y) = --.!L . 
D " • • lY+} 

(A7) 

This shows that for j > ° Eq. (A6) can be solved for alJ : 

2479 J. Math. Phys., Vol. 24, No.1 0, October 1983 

i-I 
a,J(E,iy) = (1 - Mt)(E,O,y)-1 I M)~(E,O,y)a/,m(E,iy). 

m=O 

Let us calculate al,1 as an example. Assuming 
al,o(E,iy) = 1 we have from Eqs. (A6) and (A7) 

al,1 (E,iy) = (iy + I)MV,h(E,O,y). 

(A8) 

(A9) 

Therefore it is sufficient to find MVJ(E,O,iy), i.e., to get the 
first degree Taylor expansion [tPl [1] (p,E + iO,O,y)] (I). By 
(AI) and (A2) 

[tPl [I ](p,E + iO,O,y)] 0) 

i.e., 

[
ko (P2+k~) . ](1) = -PI lPl [1]( p,E + 10,0,y) 
p 2pko 

p2_E 
=1---

2E ' 

MV,h(E,O,y) = - (2E)-I. (AlO) 

Equations (A9) and (AlO) yield Eq. (39). 
In Sec. 3 we assert that there exists K 1,K2 satisfying (28) 

and (29) such that (43) holds. To prove it we shall use the 
definition (40): 

u\n)(ko,E + iO;iy,K1,K2) = 'TI [a\n)] (ko,E + iO;KI,K2). (All) 

Assuming 

IKI - kol <.1, IK2 - kol <.1 , 

where .1-0, we decompose the RHS into the contribution of 
the pure Coulomb part Vc and the short-range part Vs of the 
potential: 

71 [ a\n)] = 'T C,I [ a\n)] + 7 s,d a\n)] . 

For the short-range term it is easily seen that 

'T S.I [ a\n)] (ko,E + iO;K 1,K2) 

= _ koVs~~ko,ko) [(Ki _ E - iO)iy 
ly 

-(Kf -E-iO)iY ] +0.:\(1) (AI2) 

holds. As far as the pure Coulomb term is concerned we can 
use the results of a previous paper12 to obtain after some 
manipulations [t/J(z) = r '(z)! r (z)] 

7C,I [a\n)] (ko,E + iO;KI,K2) 

= - ~[tP(1 + 1) - tP(l) - Viy - 2ln 2ko] 
1T 

X [(K~ - E - iO)iy 
- (Ki - E - iO)iy ] 

- ~ [(K ~ - E - iO)iY In (K ~ - E - iO) 
1T 

- (Kf - E - iO)irtn (Ki - E - iO)] 

-(Ki -E-iO)iY + o.:\(I). (Al3) 

After substitution ofEqs. (AI2) and (Al3) into Eq. (All) we 
get three linearly independent terms, two of which are surely 
nonzero [the last two terms on the RHS ofEq. (Al3)], if we 
consider them as functions of K 1,K2' Hence 
u\n)(ko,E + iO;iy,KI,K2) cannot be identically zero as a func
tion of K I ,K2• 
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Theory of light cone cuts of null infinitya) 
Carlos N. Kozameh and Ezra T. Newman 
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Light-cone cuts of null infinity are defined to be the intersection of the light cone of an interior 
point x a with the future null boundary of the space-time, i.e.,./+. It is shown how from the 
knowledge of the set of light-cone cuts of'/+, the interior (conformal) metric can be 
reconstructed. Furthermore, a differential equation defined only on./+ is proposed so that (1) the 
solution space (the parameters defining the set of solutions) is identified with or defines the space
time itself and (2) the solutions themselves yield the light-cone cuts which in turn give metrics 
conformally equivalent to vacuum solutions of the Einstein equations. 

PACS numbers: 04.20. - q, 03.40. + x, 02.40. + m 

I. INTRODUCTION 

The usual description of differential geometry and gen
eral relativity is in terms of local fields, e.g., the metric, the 
curvature tensor, etc., which satisfy local differential equa
tions as, for example, Rab = O. It is our purpose here to intro
duce a new nonlocal field, denoted by Z, from which the 
local fields can be derived. 

Basically Z, though it is nonlocal, should be thought of 
as a function on the bundle of null directions on a space-time, 
i.e., Z should depend on the space-time points x a and points 
on the sphere of null directions which we coordinatize by the 
complex stereographic coordinates (b, ;). We thus have 
Z(Xa;b,;)' 

Our program can be divided into two parts. In Sec. II 
we will discuss the geometric meaning of Z and the relation
ship between Z and the local field gab' We make the claim 
that knowledge of the metric (or conformal metric) allows Z 
to be calculated and, conversely, knowledge of Z permits the 
calculation of the metric up to conformal factor. In Sec. III 
we wish to suggest field equations for Z which would be 
equivalent to the vacuum Einstein equations for gab' 

For simplicity we will confine our discussions to the 
case of space-times which are asymptotically flat in future 
(or past) null directions. 1.2 (There is a formulation of our 
results for a local region of an arbitrary space-time.) 

In order to introduce Z, we assume that we have a mani
fold M with boundary f+ with a given metric gab on it. 
Since we know the metric on the entire manifold, we can (in 
principle) integrate the null geodesic equations so that all 
null geodesics are known. From this knowledge it would be 
possible to construct all the null cones with apex at arbitrary 
points. This can be described by the equation 

L (xa,.x,a) = 0, (1.1) 

with xa denoting the apex of the cone and x/a points on the 
cone. L.a is a smooth null gradient field except for the apex 
and conjugate points. Note that xa and x/a are on equal foot
ing since for fixed x/a the points xa that satisfy Eq. (1.1) form 
the null cone emanating from x,a (see Fig. 1). The idea is now 
to move one of the points, say x,a, to null infinity, i.e., tof+. 

al This work has been supported by a grant from the National Science Foun
dation. 

Introducing a standard Bondi coordinate system3 (u,b,;,r) in 
the neighborhood of f+ (with r = 0 on f+), we write 
x,a = (u,b,;,r = 0). Equation (1.1) thus becomes 

L (xa,x,a) = L (Xa,U,b,;) = 0, 

or by solving for U 

U = Z(Xa,b,;)' 

(1.2) 

(1.3) 

[Note that the function L is not unique since it can be 
multiplied by a smooth, nonvanishing a (x,.x') and Eq. (1.1) 
would still hold. However, for x/a = x/a there is a unique 
choice (relative to the Bondi coordinate), namely, 
L (xa,x/a) = U - Z (Xa,b,;) and therefore the cuts are de
scribed by U = Z(xa, b';)'] 

For arbitrary but fixed U,b,;, Eq. (1.3) describes the past 
null cone from a point on f+. An alternative but equally 
important interpretation of(I.3) comes from the reciprocal 
meaning ofEq. (Ll); ifxa is held fixed, then Eq. (1.2) de
scribes the intersection of the null cone of xa with f + , i.e., as 
b,; are varied, a "cut" of f+ is defined which locally will be 
a 2-surface and therefore can be described by Eq. (1.3). 

I For special cases (e.g., flat space) these light cone cuts 
(LC cuts) will beS 2

• However in general, due to the focusing 
effects of the space-time curvature the light cones will have 
self-intersections and hence the cuts themselves will have 
self-intersections or singularities [see Fig. 2(a),(b)]. J 

In addition to the two meanings already given to Z, it 
can also be thought of as a function on the bundle of null 
directions. The assignment of the (b,;) to a null direction is 
via the intersection_ofthe null geodesic (with that direction) 
and a generator (b,b) of f. This shows clearly the nonloca
lity of Z. 

We now consider the converse problem; namely of how , 
if some appropriate Z (Xa,b,;) is given, does one reconstruct 

FIG. 1. The points x· and x'· are 
joined by a null geodesic. 
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(0) ( b) 

FIG. 2. (a) For Minkowski space the cuts are ellipsoidal figures (with the 
sphere as special case). (b) For a general space the cut may intersect itself 
several times. 

the conformal metric gab (x). To avoid at present a discussion 
of what is meant by the phrase "appropriate Z," consider the 
situation where we began with a metric and the Z (xa,~,;; ) is 
found from it. If we now forget the metric and retain know
ledge only of the Z, we ask how can the metric be recon
structed. 

This question is not hard to answer when we realize that 
for arbitrary but fixed (u,~,;; ), Z,a = Va Z must be a null vec
tor field on M [because u - Z (xa,~,;;) = 0 describes a null 
surface] and hence 

g"b(x)Z,a (x,~,;; )Z.b (x,~,;;) = o. (1.4) 

At fixed x a
, as ~,;; varies, Z.a sweeps out the null cone. 

The idea is then to construct the (conformal)g"b at each point 
from knowledge of all the vectors Z a at that point. By apply
ing the differential operators4 d and 6 several times to Eq. 
(1.4) enough equations are obtained so that the metric can be 
written explicitly (up to conformal factor) in terms of the 
gradient basis 

Z,a' d Z.a' a Z.a' da Z.a. (1.5) 

The resulting expression, though long and complicated, 
shows that gab can be obtained from knowledge of the appro
priate Z (xa,~,;;) and therefore we can write 

(1.6) 

It is geometrically obvious that Z determines the conformal 
structure of M; for the light cones of two points in M are in 
contact (along a common generator) if the points are null 
separated, and this occurs if the two corresponding cuts of f 
are tangent at some point. 

The question which naturally arises now is what hap
pens if an arbitrary Z (xa,~,;; ) is used in Eq. (1.6) for the 
construction of gab' rather than the "appropriately" chosen 
one. In general, the result would be a "metric" which would 
depend on ~ and;; as well as xa. However, by demanding that 
dgab = agab = O,conditionsareimposedonZ(xa,~l)sothat 
the resulting gab will depend only on xa and therefore will be 
a metric for M. 

For flat space and Schwarzschild space, the Z is known 
explicitly,5.6 and the conditions are, of course, satisfied iden
tically. In the case of self-dual (or anti-self-dual) vacuum 
space-times, our Z reduces to the Z arising in the theory of 
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H-space,7 and hence a relatively simple differential equation 
exists for the determination of the Z, namely, 

d2 Z = 0' B (Z,~l ). (1.7) 

The remarkable fact is that this is an equation for the 
global cross section of a line bundle over S 2, and at first sight 
there is no connection between Eq. (1.7) and space-time or 
the Einstein equations. 

In fact,8 the general (global) solution depends on four 
complex parameters xa, i.e., the solution space is four (com
plex) dimensional. [This is analogous to x = ~x = at + b 
with a two-dimensional (a,b) solution space.] This solution 
space is identified with (complex) space-time, and hence the 
solutions can be written as u = Z (xa,~,;;). Furthermore, the 
metric obtained from the Z identically satisfies the vacuum 
Einstein equations, i.e., Eq. ( 1.7) yields both a manifold and a 
self-dual vacuum Einstein metric. 

The question now is can Eq. (1. 7) be generalized to a 
new equation for Z whose solution space is four-dimensional 
and, furthermore, which would yield, by our construction, a 
real metric at xa. Could this equation be further specialized 
to yield the real vacuum Einstein equations? 

To try to answer these questions, consider an "appro
priate" Z (xa,~l). This Z can always be thought of as solu
tions of the following pair of differential equations: 

d2Z = A (Z,aZ,az,daz,~l), a 2z = A. (1.8) 

To see this, we point out that if Z is known so are d,aZ, 
and d6Z, and hence we can write 

( 1.9) 

thus from d2Zbeing a known function ofxa,~,;; we can pro
duce Eq. (1.8). Conversely, if the "appropriate" 
A (Z,dZ,dZ, a6Z,~,;;) is given, then the general solution of 
Eq. (1.8) admits a four-parameter freedom and hence we ob
tain an appropriate Z (xa,~l ). The "appropriateness" condi
tions on Z turn out to be most easily stated as conditions on 
A. 

What remains is to chose a form for A so that Eq. (1.8) is 
equivalent to vacuum Einstein equations and includes H
space, Eq. (1.7), as a particular case. 

We will argue in Sec. III that the required equation has 
the form 

a2z=O'B(Z,~,;;)-O'z' (1. lOa) 

a2z = uB - uz , (l.lOb) 

where 0' z is to be a "universal" nonlinear functional of Z and 
0' B is the free data of the problem. A perturbation scheme for 
obtaining Z in the weak field limit is presented, and a conjec
ture is given for the explicit form of 0' z. 

11_ KINEMATICS OF THE CUTS 

A. Definition of cuts 

Since by assumption M is an asymptotically flat space
time,2 it satisfies M = Muf', where M is the physical mani
fold and f is the boundary constructed from the completion 
of the future directed null geodesics of M. 

This manifold M is provided with a pair (gab ,n ) defined 
up to an equivalence relation; gab is a smooth, symmetric 
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tensor field with Lorentzian signature; £1 is a smooth, non
vanishing scalar field except on the boundary (at .Y, £1 = 0, 
[J.a ¥=O,g"b[J.a[J.b = 0) and the equivalence relation is given 
by 

(gab,[J ) - (g' ab,[J ')<=?g' ab = {Jigab , £1' = {j)[J 

for all smooth, nonvanishing (j). Although gab is defined up 
to a conformal factor, we can construct fields out of it which 
are well defined and have important physical meaning. Such 
examples are Weyl tensor, News tensor (which describe gra
vitational radiation), etc. 

Another well-defined concept is the knowledge of null 
geodesics of M which (in principle) can be obtained by inte
grating the null geodesic equation. With the null geodesics 
we can then construct the null cones N x with apex xa. It is 
known that N x is a surface-forming collection of points, and 
that locally (except for conjugate points) N x can be immersed 
in a family of null hypersurfaces. 

Finally we define the light cone cut ex' the basic field of 
our formalism, as ex =Nx 0.Y. It can be shown, using the 
properties of null geodesics, that if M is singularity-free, then 
ex = ex' iff x a = x,a so each cut can be labeled unambi
guously with the parameter xa. 

[Notice that if the apex xa is at.Y, then ex degenerates 
into a line, i.e., ex coincides with one integral line of 
na g"b[J.b' Although this situation has been studied in (the 
complex) H-space, we have not investigated it yet, and for 
the time being we will restrict the domain of x a to M. In this 
way we will obtain cuts that locally are cross sections of .Y.] 

As we pointed out in the Introduction, if we attach a 
Bondi coordinate system (u,?;,t) to.Y, we can describe ex 
locally by the equation 

(2.1) 

We summarize here the three different ways Z(xa,?;,;) can 
be thought of: 

(i) For fixed xa, Eq. (2.1) describes a piece of the cut ex; 
therefore, varying xa, we obtain a family of cuts (parame
trized with xa). 

(ii) Z (xa,?;,t) can also be thought of as a function on the 
bundle of null directions at the point xa, with?;,t of.Y para
metrizing the null directions. 

(iii) For fixed (u,?;,t), the points x a that satisfy Eq. (2.1) 
form the past null cone from a point of .Y. 
According to (iii) Z.a is a null vector, and therefore it obeys 

g"b (x)Z.a (x,?;,; )Z.b (x,?;,?) = 0. (2.2) 

Notice that, by fixing x a and varying (?;,; ),2.a sweeps the 
tangent null cone of x a (or rather a piece of it since Z is only 
locally defined), and this in turn enables us to construct a 
conformal metric for M [which, of course, is our original 
gab(X)]. (See Sees. lIB and IIC.) 

B. Metric construction technique 

It is clear from these considerations that the (confor
mal) metric gab (x) and Z (x;?;,? ) should be regarded as equally 
important fields in the sense that knowledge of the metric 
allows the construction of the cuts and conversely know
ledge of Z allows the construction of gab (X). 
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Before showing the explicit construction9 we may ask 
can an arbitrary Z (xa,?;,;) give rise to a metric gab (X)? As we 
will see, the answer is no. Therefore, the cuts belong to a 
certain class of functions 2 (xa,?;,;) (capable of producing 
local fields) in a manifold M. We want to identify this parti
cular class. 

To put the question in an appropriate context, assume 
we have a manifold M = MlAY' without metric and a collec
tion of arbitrary functions Z (xa,?;,?). We ask ifit is possible 
to define a nonvanishing, symmetric tensor field q"b(X) that 
satisfies 

qab (X)Z.a (x,?;,; )Z.b (x,?;,; ) = 0. (2.3) 

Clearly the answer in general is no; there are an infinite 
number of conditions imposed on the ten components of qab. 
Therefore, we ask what are the conditions to be imposed on 
Z such that a nontrivial qab with signature (+ - - -) or 
(+ + - -) exists? 

Two types of equations arise in the search for these con
ditions. The first type actually yield the components of the 
metric (these equations are denoted by (M.i), i = 1,2,.··) while 
the second type [denoted by (C.ill identify necessary condi
tions to be satisfied by Z or more precisely by ifz. 

In order to simplify the notation, we introduce a basis 
() ~ (i tetrad index (0, + , - , I), a tensor index) defined in 
terms of Z as follows: 

() ~ = Z,a' () a+ = oZ,a' () a- = dZ.a, () ~ = odZ.a. 
(2.4) 

(We assume, of course, that for some range of ?;,; these form 
a linearly independent set.) In terms of this basis we define 
the metric components qij=qab() ~ ()~. 

The basic idea is now to apply 0 and d to qab and demand 
oqab = dqab = 0. Technically, it turns out to be easier to ap
ply this to qij. (Note that lJqij and dqij are not zero since the () ~ 
are ?;,;-dependent.) In particular, since Eq. (2.3) reads (with 
the new notation) 

qab() ~ () ~ =qoo = 0. (M.I) 

We obtain by applying lJ and d to qoo (using lJqab = 0), 

qabZa aZb = q"b() ~ () b+ _qo+ = 0, (M.2) 

qabZa dZb = qab()~() b- _qO- = 0. (M.3) 

Now, by operating on (M.2) with a or (M.3) with 0, we obtain 

(M.4) 

In this way the trivial coefficients have been exhausted, 
and new a and d operations provide the six other compo
nents plus the conditions we are looking for. 

We want to stress the importance of (f Z (and ;;P 2) since 
this complex function allows us to determine the remaining 
components and conditions. 

Defining A (xa ,?;,; )==a2 Z and denoting A ,a = A j () ~ , 
we obtain by applying a to (M.2) 

q"b(8~A.b + () a+ () b+) = ° or Ajq''O + q++ = 0. 

Since the only non vanishing qiO is qOI, we obtain 

q++/qOI = -AI' (M.5) 

Similarly operating with don (M.3), we obtain 
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q--/qOI = -AI' (M.6) 

Ifwe now operate with Cl and d on (M.5) and (M.6), we 
obtain four independent equations for q+ I and q-I. There
fore, two equations must be identities among the A; 'so After 
solving this system, we obtain 

and 

q+l/qOI = -!(dA I +AIW), 

q-l/qOI = _ !(ClAI +AIW), 

A + = W - ~(A I W + dA I + Cl In P), 

A + = W - !(A I W + ClA I + d In P) 

(M.7) 

(M.8) 

(C.I) 

(C.2) 

with 

P=(I-AIAd- l, W=(ClA I - lA_VAl + Cl InP. 

In obtaining (M.7), (M.8), (C. 1 ), and (C.2), we have used 
ClqOI-Cl(qabO !O~) = q+ I + qabO~ClB b = q+ I + qabO~ dAb 

+ I + olfl h h ffi . = q _ q I' were t e coe Clent fll (a tetrad compo-
nent of ClA a) is defined in terms of A; and Cl, d of A; (the 
explicit form is given in Appendix A). Therefore, we now 
have a differential equation for qOI. After using conditions 
(C.I) and (C.2), it simplifies to 

Cl In qOI = W, 

d Inqol = W, 

(M.9a) 

(M.9b) 

from which qOI can be obtained. (One can check, using 
Cl 2A = d2 A and after a long calculation, that the integrability 
condition of Eqs. (M.9) is identically satisfied.) Notice that 
qOI is obtained only up to a conformal factor, i.e., if qOI satis
fies (M.9) so does qOlef3IX I. This, however, is the conformal 
freedom we expected. 

Finally, taking d on (M.7) or Cl on (M.8), we obtain 

qll _ qiiA;A
j 

= dq+1 + Clq-I + CldqOI _ 2q0I, 

and, since the rest of qii have been already obtained, we can 
algebraically solve this equation for qll and denote it by 

qll/qOI = _ 2e(Ao.AI.A_), e =~. (M.lO) 

The explicit form of e is long and is not important at this 
point (see Appendix A). 

The last conditions come from operating with Cl and d 
on (M.lO) 

Cle + e(W -=. 2fl1L+ (1 -!fl +)(dAI + Al W) 
- !(ClA I +AIW)fl_ + flo = 0, (C.3) 

~~ ~~ 

The obj~ct we have constructed, qab = qiiO fO y, satisfies 
Clifb = Clifb = 0 (see Sec. 1IC). It therefore is a local metric 
determined from Z. 

Finally, if we want a metric with Lorentzian signature 
we have to impose det(qab) < O:::>(det qii)det(O fO b) 

.. J 

< O:::>det(qY) > 0 since it can be shown that, for a gradient 
basis with 0 ~ 0 ~ real vectors and 0 a+ ,0 a_ = (; a+ complex 
vectors, det(Of) is always a pure imaginary number. There
fore, we obtain 

det(qii) = (qOI)4p> 0 

or [using P -(1 - A IA I) - I] 

P>O¢:}IAII < 1. (C.5) 
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From now on the metric whose components are given by 
(M.I )-(M.lO) and satisfy conditions (C. 1 )-(C.5) will be de
noted by g;b. 

As we men!.ioned in the Introduction, we can always 
think of Z (xa,;,; ) as coming from the solution of 

Cl2Z = A (0 ;,;,;), 

d2Z = A (0 ;,;,;) 

(2.5a) 

(2.5b) 

with 0; = (Z,ClZ,dZ,CldZ) for i = 0, + , - ,1, respectively. 
In this way M = MuF should be regarded as the mani

fold of solutions of Eqs. (2.5). The conditions (C.I)-(C.5) to 
be imposed on Z (xa,;,;) in order to produce a local field 
g;b (x) are now stated in terms of derivatives of A with respect 
to 0; and (;,;). Note that, in this sense, the most natural way 
to present our "appropriate Z (xa,;,;)" is as the solution of 
Eq. (2.5) with A that satisfies conditions (C.l )-(C.5). 

c. Alternative approach 

In this subsection we want to investigate an alternative 
approach to the construction of a metric q ab (x). 

By assumption Z will be the general (four-parameter) 
solution of equations 

Cl 2Z = A (Z,ClZ,dZ,CldZ,;,;), 

d2Z = A (Z,ClZ,dZ,CldZ,;,;), 

(2.5a') 

(2.5b') 

where A is a given complex function that satisfies identically 

Cl2A = d2A (2.6) 

[namely, the integrability condition of Eqs. (2.5)]. 
Defining 

0° = Z, 0 + = ClZ, 0 - = dZ, 0 I = CldZ, (2.7) 

we can transform Eqs. (2.5) into a system of first-order differ
ential equations 

Cl(::) = ( °A+ ) 
0- 0" 

0 1 dA - 20+ 

-(::) ( ~~ ) 
Cl ~ ~ = ClA ~ 20 _ 

or, more compactly, 

ClB; =..1 ;(OJ,;,;), 

dO; = J Wj,;,; ). 
The integrability conditions now read 

(2.8a) 

(2.8b) 

(2.9a) 

(2.9b) 

d..1 i - ClJ i = 2s;0; (no sum over f), (2.10) 

wheres; is the spin weight of 0 i. We can easily check that the 
only nontrivial equation is precisely Eq. (2.6). 

Since by assumption the solution is of the form 

u =Z(xa,;,;), a = 1,2,3,4, (2.11) 

we have as well 

(2.12) 

We will assume the solution space (i.e., the collection of 
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all points xa) forms a differentiable manifold, denoted by M. 
Notice that we have a natural form basis 0 ~ =O:a living 

in M, where ,a means the derivative with respect to xa. From 
Eqs. (2.9) we see that 0 ~ satisfies 

dO~ =~ :a' 
ao~ =3 :a' 

or expanding ~ :a in terms of this basis 

dO~ =~;O~, 

ao~ =3;0~, 

where ~ ~=a~ ilaO i , 3 ;=a3 ilao j
• 

(2,13a) 

(2.13b) 

Let us now define a symmetric tensor qab (eventually to 
be our metric tensor) as follows: 

(2.14) 

where 0 ~ is the dual basis (i.e., 0 ~O~ = D';) and qij are arbi
trary functions of (xa,s-,;) interpreted as the scalar product 
between 0 ~ and O~. 

Since in general qab will depend on xa and S-,;, we raise 
the question, what are the conditions to be imposed on qij so 
that qab = qab (x)? 

We thus want a tensor qab such that 

dqab = 0, dqab = 0, 

By applying d and a to Eq, (2,14), we easily see that this is 
equivalent to the demand that the coefficients qij satisfy 

dqij = 2~ ~ qi)k, 

aqij = 23 ~q)k, 

(2.15a) 

(2.15b) 

where ~ ~ A ~ are defined in Eqs. (2.13). 
Before studying the solutions to Eqs, (2,15), we first in

vestigate its integrability conditions. They are 

d(~ ~qlk) _ 0(3 ~q)k) = sijqij (no sum on ij), (2.16) 

where S ij is the spin weight of qij, After a brief calculation we 
rewrite Eq. (2.16) as 

[(d~ ~ +.1 ~3 d) - (d3 ~ +3 ~~ %)]q)k =sijqij. (2.17) 

This is precisely what we get from integrability conditions 
(2.10) if we take its gradient, multiply by qabe~, symmetrize 
over i and), and use sij = Si + Sj' We thus see that Eq. (2.16) 
is identically satisfied by virtue of the original integrability 
conditions Eq. (2.10). 

Solutions of Eqs. (2.15) thus do exist, It would be of 
interest to investigate the general solution ofEqs. (2.15) since 
this may lead to a generalization of our approach. However, 
(as we saw earlier in Sec. lIB) we are interested in the particu
lar class of solution such that 

qabe~e~ = qOO = O. (2.18) 

Therefore, we will solve Eqs. (2.15) only for our special case 
(qOO = 0) and defer the investigation of the general solution 
for the future. 

We want to obtain the conditions on A that characterize 
this class. They will arise by explicitly solving Eqs. (2.15). 

Since qOO is given we can put this information on the left 
side of Eqs. (2,15) and solve algebraically for the qij,s on the 
right (the explicit form of.1 ; ,.1 ; is given in Appendix A). 
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(2.19) 

(2,20) 

Since we now know qO+, qO-, we repeat the same construc
tion outlined above to obtain 

O=~: =q:: +tf:~l } {q::/~: = -~l (2.21) 
0=&/ =q +tf Al => q Iq = -AI (2.22) 
0= &f+ = dtf- = q+ - + tfl q+ - Itfl = - 1. (2.23) 

Repeating the same argument for dq+ +, dq+ +, dqOI, dqOI, 
oq- -, dq- -, we obtain a differential equation for qOI and 
four independent algebraic equations for q+ I and q-l. This 
leads to two conditions among the Ai'S. We write the solu
tions and conditions as 

q+l/qOI = _ !(6A I +AIW), 

q-llqOI = _ !(oA I +AIW), 

A + = W - ~(A 1 W + 6A I + 0 In P), 

(2.24) 

(2,25) 

(2.26) 

A + = W - !(A I W + oA 1 + 6 In P), (2.27) 

withP=(I-A IAd- I,W==(M I -2A_)IA I +olnP.The 
differential equation for qOI reads 

o Inqol = W, 

dlnqol = W, 
from which qOI can be obtained. 

(2.28a) 

(2.28b) 

[As we have already proved, 0 W = a Wbecause Eq. 
(2.16) is satisfied; therefore a solution of Eqs. (2.28) exists.] 

Finally, from dq+ 1 we obtain 

(2.29) 

Since the other qij's have been already obtained, we can alge
braically solve for ql1. We can check, after a long but 
straightforward calculation, that 

qll = dq+l _ q+'iIi = dq-l _ q-'ni = _ 2rqOl, 

(2.30) 

where r is defined in Eq. (M,IO). Moreover, using qll ofEq. 
(2.30) in the equation for o(q+ 1) and c.c., we find they are 
identically satisfied, 

The final two equations for oqll and dqll lead to the 
further conditions on the Ai: 

oqll = qlini> 

dq" = qliiIi , 

which are identical to (C.3) and (C.4) 

(2.31) 

(2.32) 

As we have shown in this subsection, we can duplicate 
the results of Sec. lIB. However, the starting approaches for 
obtaining the results were quite different. 

In Sec. lIB we began with a function of six variables in a 
manifold M with boundary S 2 XR whereas in Sec, IIC we 
started with a differential equation for the local cross section 
of a line bundle over S 2, 

As we will see in Sec, III we will follow the lines of the 
later approach to provide field equations for Z. 

D. Some examples 

As we have shown in Sec. lIB, we can distinguish the 
"appropriate Z (xa,s-l )," i.e., the class of cuts that produce 
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local metrics, as those who satisfy conditions (C.lj-(C.5). We 
now want to present some known members of this class of Z. 

For Minkowski space and Schwarzschild space the cuts 
can be constructed explicitly by integrating the null geodesic 
equation, constructing the cones and finding their intersec
tion with f. Since the cuts in these cases are coming from a 
metric, the conditions (C.1)-(C.5) must be satisfied identical
ly. 

The Schwarzschild case has been analyzed in detail by 
Joshi et 01.,6 and will be presented elsewhere. 

In Minkowski space the intersection of null cones with 
f can be described by the function 5

•
6 

u = ZM(xa,;,;) = xa/a(;,;), 

where 

/0=(1 + ;;,; + ;,(; - ;)12i, - I + ;;j/Po, 

Po =!(l + ;;j, 

is defined from the spherical harmonics 

(2.33a) 

(2.33b) 

Yo,o" Yt,m, m = 1,0, - 1. Since cf Y 00 = (f Y lm = 0, then 
Z M satisfies 

02Z M = d2Z M = ° (2.34) 

and therefore A M = 0 for this particular case. The basis e ~ 
has the form 

e ~ = la' e a+ = Ola, e a- = dla, e ~ = odla· 

For fixed (;,;), () ~ is the conventional parallelly propagated 
null tetrad la ,ma ,fna, and no - 10 respectively. Since 
AM = 0, the conditions (C. I )-(C.5) are trivially satisfied and 
the only non vanishing components of (M.I HM.I 0) are 

g+- /gOI = _ 1, gll/gOI = _ 2 with gO! = W2(X); 

(2.35) 

therefore, we obtain the usual expression of the (conformal) 
Minkowski metric in tetrad language 

gab = 2w 2
(/(a nb) - m(amb))' (2.36) 

Our last example is the cuts Z H arising from the theory 
of H-space. 7 In order to check that Z H belongs to our class, 
we have to generalize slightly our formalism. This is done by 
complexifying (;,; )-(;,;); therefore, (0,d)-(3,d), 
(A,A )-(A,A), real functions-spin weight zero complex 
functions, 4 etc. It is easy to check that all our equations still 
hold after this procedure. 

In H-space theory Z H satisfies the following differential 
equation: 

(2.37) 

where O"B is an arbitrary function of three variables and d2Z 
is not given. This is an equation for the global cross section of 
a line bundle over S 2. The general regular solution admits a 
four (complex) parameter freedom and hence 
Z H = Z H {XU,;,; j. In this context the manifold M arises as 
the space of solutions xu. 

Since Eq. (2.37) plus global regularity conditions deter
mine Z H,A H is then defined by A H =d2Z H. However, we 
can drop global conditions and demand that Z H satisfy the 
following pair of local equations: 
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dZZ H = A H (Z HOZ H,dZ H,odZ H,;,?). 
(2.38) 

Since Z H produces a local metric, we know that conditions 
(C.l )-(C.4) are identica1Jy satisfied. Nevertheless, we would 
like to see what equations are produced from applying (C.l)
(C.4) to (2.38). 

. H -
Smce A = 0" B (Z,;,; ), then A + = A _ = A I = 0, 

A ° = a B' Defining 2Y =A t to match the notation in the 
theory of H-space,7 we find 

0= W¢:>dgO I = 0, W= Q¢:>dY =A_, (C.I') 

A + = - 3Y, (C.2') 

33y = 4aB dY + 2 OaB - 2 dUB' (C.3') 

d(Ao + aBYZ -!Y d2y + 1(oYf +! ddY - 3Y) = ° 
=>Ao = 3Y - aB y 2 + !Yd2y - !(3y)2 - !3dY, 

(C.4') 
which are well-known identities from H-space theory. 10 We 
have thus elucidated the role of these equations as being re
quired to produce a local (H-space\ metric. 

Following the procedure described earlier, we have 

gOO = 0, 

gO+ =0, 

gO- =0, 

g+-= -1, 

(M.I') 

(M.2') 

(M.3') 

(M.4') 

g+ + = 0, (M.5') 

g+ I = 0, (M.6') 

g-- = - 2Y, (M.T) 

g-I = - dY, (M.8') 

gil = _ 2(1 - Y a B + !32 Y). (M.9') 

Equations (M.I')-(M. 9') give precisely the components of the 
metric of H-space and (C.l)-(C.4) assure 3qij = dqij = 0.7.10 

We want to emphasize that this metric automatically 
satisfies the vacuum Einstein equations ,i.e., Eq. (2.37) is the 
vacuum Einstein equations for self-dual Weyl tensors.7 

III. FIELD EQUATIONS FOR THE CUTS 

Although the class of cuts defined by the solution ofEq. 
(2.5), where A satisfies conditions (C.1)-(C.5), allows us to 
define metrics in the manifold of solutions M, in general the 
metricsgab(x) will not satisfy Einstein vacuum equations. 
Therefore, our next step should be to choose a form for A so 
that Eq. (2.5) is equivalent to Einstein equations. 

In order to obtain a geometric understanding of A, we 
will recall results originally obtained by Sachs 1 I regarding 
the asymptotic shear of null surfaces near oF + . (In Appendix 
B we offer an alternative proof of the theorem using the 
available intrinsic structure at f.) 

Assume that one has a Bondi slicing of f+ (with asso
ciated coordinates (u,;.; ) and an asymptotic shear 0" B (u,;,; ) 
for the associated Bondi null surfaces; then the asymptotic 
shear of any other cut of f+ (given by u = a(;,;)] is ob
tained from 
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or 

(3.1) 

If we now identify the cut u = a(;,t) with members of 
the family of light cone cuts, Eq. (3.1) takes the form 

d2Z = uB(Z,;,t) - Uz . (3.2) 

From Eqs. (2.5) and (3.2) we see that A can be interpret
ed [for each light cone (I.c.) cut Z (xa,;,t)] as the difference 
between the Bondi shear and the shear associated with the 
I.c. cut. 

The idea now, to construct field equations for Z, is to 
treat uB(u,;,t) as free characteristic data and to try to write 
U z as some "universal" functional of Z with the result that 
Eq. (3.2) is a nonlinear differential equation for Z. As we said 
before, in this equation no mention whatsoever is made of 
the manifold-the equation is for local cross sections of a 
line bundle over S 2. The solution space x a defines the mani
fold while the solutions themselves, Z (xa,;l), determine the 
metric on the manifold. 

The last question to be answered is how can U z be writ
ten as a "universal" functional of Z. We would like to pres
ent (i) an argument for the construction of U z using the four
dimensional geometry and (ii) a conjecture for the explicit 
form of U z as a function of Z,dZ,dZ, and odZ. 

(i) Ifwe consider Z to be a known "appropriate" func
tion of xa, then the local metric, connection, and curvature 
tensor can be written as functionals of Z. In particular, we 
could write the optical parametersp and u 12 associated with 
each light cone (with apex xa) as functions of Z. In terms of 
these parameters, we can write the geodesic deviation equa
tion for a null cone as I2.13 

Dp = p2 + UU + <Poo , 
Du = 2pu + "'0 , 

where 

u=MaMbVaLb, p=MaMbVaLb, 

<Poo = ~RabL aL b, "'0 = CabedL aMbL eMd, 

La=g"bLb, D=Lava, La =L,a 

[the null cone is given by L (xa,x'a) = 0], 

(3.3) 

(3.4) 

(3.5) 

(3,6) 

(3.7) 

and M is a complex vector lying on the cone that satisfies 
MaMa = 0, MaMa = - 1. 

The choice Mana = 0, Lana = 1 (na = !l.a) at f+ 

guarantees uzand U B pick the same conformal factor under 
rescaling of n°. 

Finally by integrating Egs. (3.3) and (3.4) we would ob
tain the asymptotic u z as a function of Z. The Einstein equa
tions go into the choice of <Poo, if for example, <Poo = ° or if 
conformally equivalent to zero, we would have the vacuum 
equations. 

Though the idea described here to determine A is more 
a program than an exact theory, we, nevertheless, feel it is 
essentially correct. However, we do not yet know how to 
carry out this program explicitly. Thus, instead of trying to 
derive the full expression for U z , our next step will be to 
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define a perturbation scheme for small u B' Notice that if 
U B = 0, then ZM ofEq. (2.6) is a solution ofEq. (3.2) and 
U z = ° for this case. Therefore, if we multiply the free data 
u B by a strength factor £ and consider situations for which 
£ < 1, we can implement a perturbation procedure for Z in 
powers of £. We write 

Z = Zo + £ZI + ~Z2 + ... , 
u = U o + £u I + ~U2 + ... , (3.8) 

P = Po + EPI + ~P2 + ... , 
Cabed = £Clabed + "', 
S = So + HI + ~S2 + ... , (3.9) 

"'0 = £"'01 + £2"'02 + ... , etc. 
Order 0: Solving Eqs. (3.3) and (3.4) for Minkowski 

space, we find Uo = 0, Po = - 1/S0 

d2Z 0 = ~ZO = Z M = xala. (3.10) 

Order £: With Zo we construct 1Jub; from the Bianchi 
identities, 14 we obtain C ~bed as a function of XU and u B' We 
now solve Egs. (3.3) and (3.4) for U I andpI: 

(3.11) 

DU I = 2pou l + "'01' (3.12) 

from which we obtain PI = 0, U I = (1/s~)Sd'(S'2"'od ds'. 
Finally U z = limsn~oo £(s~ud = £S;(S,2"'01) ds' 

=cul(Zo). Therefore, we write 
2 -

d Zl = uB(Zo,;,;) - ul(Zo), (3.13) 

and, solving for Zl' we obtain the first nontrivial approxima
tion 

ZI = Zo + EZ/, (3.14) 
from which (applying the procedure described in Sec. II) the 
metric can be obtained: 

(3.15) 

Following a similar procedure as the one outlined above, we 
can find the higher order terms of Z. In this way Z can be 
obtained without the explicit knowledge of U z. 

(ii) We would like now to present a conjecture for the 
explicit choice of the function U z . Its proof (or disproof) is 
for the future. 

Beginning with H-space [Ii-space] theory, we recall 
that solutions of equation 

a2z H 
= UB(ZH,;,t), (3.16a) 

[d 2Z H = UB(ZH,;,t)) (3.16b) 

yield a Z H (xa,;,;) [Z H (xa,;';)] such that the resulting 

metric satisfies the vacuum Einstein equations and has a 
Weyl tensor which is self-dual [anti-self-dual], i.e., is an H
space [H-space]. Assuming a solution of (3.16a) [(3.16b)] of 
the form Z H = Z H (xa,;,;) [Z H = ... ], we can calculate 
d2Z H and eliminate the x a via Z H,dZ H,dZ H, ddZ H, yield
ing 

d2Z H = - u*(ZH,dZH,dZH,adZ H,;';) 

and similarly 

[a 2Z H = _ u*(ZH,az H,. .. )]. 

C. N. Kozameh and E. T. Newman 
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The point to be emphasized is that i7* [CT*] is a uniquely 
determined function of Z H,OZ H,dZ H, and odZ H obtained 
from CT B' Our conjecture now is that 

CT z(Z,oZ,dZ,odZ,b,; )-CT* 

[i7z = i7*]; 

thus our conjectured vacuum Einstein equations are 

a2z = CTB(Z,b,;) - CT*(Z,aZ,dZ,adZ,b,;), 

d2Z = i7 B (Z,b'; ) - i7*(Z,oZ,dZ,odZ,b,; ). 

(3.ISa) 

(3.1Sb) 

(3.19a) 

(3.19b) 

Several nice (required) features of (3.19) are (1) they satisfy 
the integrability conditions identically, (2) if either i7 B or CT B 

were zero they would produce either Z = ZH or Z = Zn, 
and (3) if we consider the linearized version of (3.19), i.e., 
where we substitute on the right side of (3.19) the flat space 
Z = Zo = xa/a' the resulting Z = Zo + ZI' ZI = Zf! + z{f 
yields automatically the linearized vacuum solutions of the 
Einstein equations. This is easily seen to be a consequence of 
the fact we are simply superposing linearized self-dual and 
anti-self-dual metrics. 

IV. CONCLUSION 

To conclude this work, we would like to make a few 
comments intended to clarify our point of view and to ex
press its connection with other works. 

(1) Though we hope that sometime in the future we will 
be able to produce an equation for Z, i.e., the explicit form 
for CTz in 

which would include properties of sources obtained from a 
stress tensor, our point of view for the present is much more 
modest. We wish to find the form fOI CT z only for the pure 
vacuum case, in which case it will be completely determined 
by the characteristic data on future (or past) null infinities, 
namely the Bondi shear, CT B (U,b,;)' The type of solutions we 
envisage are those analogous to the pure radiation (i.e., half 
retarded minus half advanced) solutions of the Maxwell 
equations. These solutions are completely determined by 
their characteristic data on f+. (There is a formulation of 
both Maxwell and Yang-Mills theory completely analogous 
to our present formulation of general relativity.S) 

(2) We also wish to point out the work we have discussed 
here is very much connected with the twistor program of 
Penrose. 15 The main point of contact appears to be the fact 
that the cut function Z can be expressed as the envelope of 
twistor lines in complexified f. The connection appears in 
particular to be intimately associated with the so called 
"googly" graviton construction. 

(3) As our final comment, we would like to say that one 
of our original motivations for this work (and the similar 
work for gauge theories5

) was to try to formulate a (nonlin
ear) classical scattering theory, so that data given on f-
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could be (somehow) directly translated into data on f+. An 
immediate desire having been to find the relationship 
between the two "Hilbert spaces" of f+ and f- in the 
Ashtekar approach to quantum gravity. 16 A secondary mo
tivation, which was much more nebulous, was to find a new 
variable for general relativity that was fundamentally asso
ciated with light cones for use in quantum gravity. The idea 
here is that quantum gravity should in some fashion "smear 
out" light cones. Z seems to be in some sense an ideal vari
able for this purpose. It certainly remains to be seen if we will 
be successful on any of these long range goals. 

APPENDIX A 

We want to derive here several of the formulae used 
earlier in the paper. ExpandingA.a [A from Eq. (2.5)] in the 

basis e ~, we obtain 

A a = A oe ~ + A + e a+ + A _ e;- + A Ie! =A, e ~, 
. (AI) 

Ii a = Ii oe ~ + Ii + e a- + jL e a+ + Ii, e ~ =A i e ~ . 
. (A2) 

We now wish to obtain the expansion ofdA a and c.c. in 
terms of A, and A,. Operating with a on Aa, 0 on Aa , we 
obtain 

aAa =(aAo+A_Ao)e~ +(aA, +A+ +A,A_)e~ 
+ (aA+ + A_A_)e at 

+ (aA_ +Ao-2AI +A+A_)e a- +A,oAa 

and c.c. 

Solving this pair of equations (note the aAa on right side) for 
dAa and aAa, we can write the solution as 

dAalP =(p+AtP)e~ +(8+Aii)e a+ 
+ (f3 + A 18)e a- + (1] + A l1J)e ~ 

and c.c. 

with P-(1 - A,Atl- 1 and 

1] = aA 1 + A + + A ,A -, 

P = <JAo + A _Ao, 

8 = dA + + A +A +, 

f3 = Ao + aA _ - 2A 1 + A +A_. 

(A3) 

(A4) 

(AS) 

(A6) 

(A7) 

(AS) 

Using Eqs. (A3)-(AS), we define n"ll, the tetrad compo
nents of aA a and oAa by 

aAa = n,e~, 

aAa = ll,e~. 

(A9) 

(AlO) 

(Notice ll, = n, for i ~ 0, 1 a~d II + = Jj _, ll_ = Jj ±. The 
same rule applies for A j and Ai') The coefficients A j,A i' 
n j ,ll; are used to define the nontrivial components of..1 ;,A ; 
[Eq. (2.15)], namely 

(AlIa) 
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.j ;~ = 8;, .j ,I = II; - 28/, 

J? = 8;~, J / = 8;, 

-~ - -I - ~ 
.j; = A;, .j; = II, - 28; . 

(Allb) 

Finally the explicit form of q II [Eq. (M.l 0)] is given by 

qlllqOI = _ 2[1 - Re(AoAd]!(l-AIAd 

[ - Re[a(aAI +AIW) 

+ (aA I +AIW)(W +AIA+ +AIA~) 
+2AIA+A~ +A+A+ +A~A~ll/(I-AIAI)(A12) 

APPENDIX B 

We want to give here an alternative proof of Eq. (3.1) 
using the intrinsic geometry of f+. 

We first summarize the intrinsic structure of f. 
(i) Since the restriction na of na = ltbfl.b to f is com

plete and the manifold of orbits ofna is diffeomorphic to S2, 
f is a trivial bundle with base space S2 and fiber R. 

(ii) The restriction gab is a degenerate metric with 
gab va = ° iff Vbanb; therefore, gab = II *(hab)' where II * is 
the lift operation to f and hab is the metric of S2. 

(iii) It is useful to introduce the tetrad fields of f in the 
following way: 
(a) Choose an arbitrary cross section of f, then slide it up 
and down by the integral curves ofna. This yields cross sec
tions u = const such that.5t' n u = I or defining la =u.a we 
have nala = 1. (b) Introduce a complex vector field ma tan
gent to the cross sections such that 5t' nma = 0, mama = 0, 
marna = - I with ma = ~bmb. Coordinatizing the cross 

sections with {;,;, we can set ma = (M)-I{;.a' 

ma = Mala;, gab = (;.la;.b/P2 with P= P({;,;). Then 
(na,ma,rna) and (Ia ,ma rna) constitute the tetrad fields of of. 

(iv) Finally it can be shown l
? that the intrinsic connec

tion D a can be completely described if we give its action on la 
and ma: 

Dalb = aBrnarnb + UBmamb + ~gabr 
- a!b + ~~br with a B = aB(u,{;,;), 

A A A • 2 
Damb = II*(Dam b), where Da is the connection of S 

A ~ 
and hab = 2m1a mb)· 

We now present the geometric objects we are interested 
in. Assume we introduce a cross section on f which is local
ly described by u' = 0. Since u' is not unique, we want to 
obtain a canonical choice. Ifwe use coordinates (u,{;,;), then 
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the cross section is characterized by the equation u = a({;,; ); 
therefore, the canonical u' is given by u'=u - a({;,;) and 

u' = Oqu = a({;,; ). 

Denoting by u~ the gradient of u', we can easily see 

Dau~ = Da1b - DaDba 

(Bl) 

(B2) 

or, taking the trace-free part of this equation, we obtain at 
u'=o 

(DaDb - !gabDCDc)a = a!b - cr;b' (B2) 

where aab is the trace-free part ofDa u~ or Da1b and is usually 
called the shear tensor associated with each cut. Multiplying 
by mamb (and rnarnb

) and defining a" = mambDa u~ (and c.c.), 
we get 

(B3) 

Since a = a({;';), then by defining the o,a operators in 
the usual way we obtain the known result II 

2 -a a = aB(a,{;,{;) - aa (and c.c.). (B4) 
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Light cone cuts offuture null infinity in Schwarzschild geometry are studied here. The future null 
cone from an arbitrary apex in the space-time has been constructed, and its intersection with/ + 

is obtained. Knowledge of the cuts yields a great deal of information about the interior of the 
space-time. In particular, we use it to reconstruct the Schwarzschild metric up to a conformal 
factor. 

PACS numbers: 04.20. - q, 04.30. + x 

I. INTRODUCTION 

The purpose of this paper is twofold. Working with 
Schwarzschild geometry we are first of all interested in con
structing (by integrating the null geodesic equations) the (fu
ture) null cones Nx from arbitrary space-time points x a and 
in particular in finding the intersections Cx of these cones 
with future null infinity, i.e., Cx = Nxn f +. These inter
sections or light cone cuts of f + are (locally) 2-surfaces, 
which are uniquely labeled by the apex of the cone, i.e., xa. If 
Bondi coordinates (u,;,t) are used to coordinatize f +, the 
cuts can be given in the form u = Z (xa,;,t). It is clear that 
knowledge of the set of all these cuts yields a great deal of 
information about the interior of the space-time. In particu
lar, for the second purpose, we will show that from the 
Z (xa,;,t ) one can reconstruct the Schwarzschild metric up 
to a conformal factor. This result is a particular example of a 
general theory of light cone cuts for asymptotically flat 
space-times which has recently been developed. I 

In Sec. II we give a brief review of the general theory of 
extracting the metric from the Z (xa,;,t). In Sec. III the null 
geodesic equations are integrated and the cut function 
u = Z (xa,;,t) is obtained. Unfortunately, the function is 
sufficiently complicated so that it must be given parametri
cally and in terms of elliptic integrals. In Sec. IV we discuss 
the reconstruction of the Schwarzschild metric from the Z 
while in Sec. V we describe several examples of other infor
mation that can be extracted from the Z. 

II. THEORY OF LIGHT CONE CUTS 

Given an asymptotically flat space2 M with (conformal) 
metric gab and null boundary f +, we can (in principle) 
integrate the null geodesic equations and obtain all the null 
geodesics in M. 

In particular, we can construct the null cone N, with 
apexxa

• N x is a collection of points that, except for conjugate 
points, is surface-forming when considered locally. 

N x can also be described by the equation 

(2.1) 

where xa is the apex of the cone and x'a are points on the null 
surface. [Notice that fixing x'a the set of points xa that satisfy 
Eq. (2.1) form the null cone emanating from x'a]. 

"Supported by NSF Grant PHY800823. 

We now define the light cone cut Cx as Cx=Nxnf +. 

In terms of the function L, the cuts are described by 

(2.2) 

where we use the notation x'a when x a is constrained to lie 
onf +. 

Locally the light cone cuts will be 2-surfaces and there
fore if Bondi coordinates3 (u,;,t) are used to coordinatize 
f + we can solve for u in Eq. (2.2) and write locally 

(2.3) 

We can think of Z (xa,;,t) in three different ways 
(i) For fixedxa

, Eq. (2.3) describes the cut Cx ; therefore, 
varying xa, we obtain a four-parameter familty of cuts. 

(ii) Z (xa,;l) can also be thought of as a function on the 
bundle of null directions at points x a of M, with ;, t of f + 

parametrizing the null directions. 
(iii) For fixed (u,;,t) on f + the points xa that satisfy 

Eq. (2.3) form the past null cone from a point of f +. 

According to the third statement, Z.a (x,;,t ) is a null 
vector, and therefore it obeys 

gab (X)Z.a (X,;,t )Z.b (X,;,t ) = O. (2.4) 

Notice that for fixed x a if we vary (;,t ), Z,a sweeps the 
tangent null cone of xa, and this in turn enables us to con
struct a metric conformally related to gab, 

Our reconstruction technique consists in applying the 
different operators4 ° and d several times to Eq. (2.4) until 
enough equations are obtained so that the metric can be writ
ten explicitly in terms of the gradient basis 
Z,a ,oZ.a ,dZ,a ,odZ,a . 

In order to simplify the notation we define e ~ [i tetrad 
index (0, + , - , 1) a tensor index] as follows: 

e ~ = Z,a, e a+ = oZ,a , e a = dZ,a' e ~ = odZa , 

(2.5) 

In terms of this basis we define the tetrad components of the 
metric 

gij=gabe~e/,. 

Equation (2.4) reads in this new notation 

gabe~e~ = gOO = 0, 

Applying ° and d to gOO, we obtain 

gabe~e b+ = gO+ = 0, 

(2.6) 

(2,7) 
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gabe~e b~ = gO~ = O. 

Operating on (2.7) with 3 or (2.8) with (), we obtain 

g+ ~ /gOI = _ 1. 

(2.8) 

(2.9) 

In this way the trivial components of gab have been obtained. 
New () and 3 operations will provide the six other compo
nents we are looking for. 

We want to stress the importanceof()2Z (and c.c.) since 
this complex function alone allows us to determine the re
maining g ij'S. First we expand Cl2 Z.a in terms of e ~ as 

(f Z.a = A oe ~ + A + e a+ + A ~ e a~ + A Ie! =A i e ~ . 
(2.10) 

[We emphasize that if Z is known, then so are ()2Z.a and () ~ 
and hence (2.10) leads to an algebraic determination of the 

Ai'] 
We then write the following set of equations: 

za()2Za = -g++ =gOIA I, (2.11) 

Clza ()2Za = o(g++) = g+ + A + + g+~ A~ + g+IAl' 
(2.12) 

dZ a()2Za = _ O(gOI) _g+l 

=g+~A+ +g~~A~ +g+IAp (2.13) 

and c.c. 
The right side of these equations are just the contrac

tions of (2.10) with Z a,ClZ a, and dZ a whereas the center is 
obtained from the extreme left by commuting CI derivatives 
and using gO+ = gO~ = 0 and Clg ab = O. 

Equation (2.11) and its conjugate yield g+ + /gOI and 
g~~ /gOI. Now by inserting (2.11) and C.c. into (2.12), (2.13), 
and c.c. we obtain a set of four algebraic equations from 
which g+ l/gOI, g~ l/gOI, ClgOI/~t, and 'lj~I/gOI can be ob
tained. 

The last component gil/ gO I could be derived from 
Cl3z oCl2Z a. However, it is simpler to obtain it from 
d2 Z a 'lj2Za' By mUltiplying (2.10) with its conjugate and 
some manipulation, we obtain 

32Z a d2Z a 

= gil + 2g01 _ [d( g+l) + CI( g~l) + ddt gal)] 

=gijAiAj , (2.14) 

with Ai =Aj fori=O, I,A+ =A~, andA~ =.11+. Since 
the remaining components have been obtained, we can alge
braically solve for gil/gal. We would like at this point to 
make two comments. 

(i) The explicit form of gO! is irrelevant since we are 
looking for a conformal metric, that is, for fixed (~,; ),g0! 
becomes an overall conformal factor. 

(ii) There is a one-to-one algebraic relationship between 
(l/gOI)( g++, g--, g+l, g~l, gll,dgOI , dgOI)=q ij and 

(AI.AIA+.A+A_;LAaAl + AoAl)==A1' via Eqs. (2.11)
(2.14). This correspondence can be used in two ways: (a) to 
obtain q ij if AI' is known as it is our case or (b) to obtain A,. if 
q ij is the data. This property will be used in Sec. IV. 

The coordinate components of the metric are now ob
tained from gab = g ije fe r with g ij of (2.6)-(2.14) and e ~ sa-
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tisfying e ~e ~ = 0 ~. [Notice that if we fix (~,;), e ~ is an 
ordinary coordinate basis.) 

III. ASYMPTOTIC CUT DESCRIPTION FOR 
SCHWARZSCHILD GEOMETRY 

Schwarzschild space-time is among the simplest nontri
vial asymptotically flat solutions to Einstein's equations. It 
was therefore natural to begin the study of light cone cuts 
with this example. Using the known Schwarzschild metric, 
knowledge of all null geodesics of the space-time can be ob
tained. This provides a complete description of the light cone 
from an arbitrary apex in the space-time. The intersection of 
this cone with f + generates the light cone cut. The nontri
vial feature represented by the light cones in this geometry, 
as compared to flat space, is the angular deflection of null 
rays because of the curvature. As a result, the cut function Z 
in this geometry is described by rather complicated elliptic 
integrals and must be given parametrically as opposed to the 
elementary functions obtained in the case of a flat space
time. 

Before considering the Schwarzschild situation in de
tail, we will discuss briefly the light cone cuts of infinity in 
flat space-times. This permits special insights into the situa
tion by virtue of its simplicity and clarity. 

Throughout our discussion (for both the fiat and 
Schwarzschild cases) we shall use the null polar coordinates 
(u,r,~l ), where ~ and; are complex stereographic coordi
nates on the sphere defined by ~ = e'q, cot(e /2). Let x a be the 
Minkowskian coordinates (t,x,y.z) for an arbitrary apex, then 
the null cone about xa can be described as 

u = uW,~,;,r), (3.1) 

which, in the limit as r--+oo becomes 

u=ZW,~,;)· (3.2) 

To work out Z for the flat space-time situation, we rewrite 
the usual Minkowskian metric with signature 
( + , - , - , - ) in the null polar coordinates (u,r,~,;) [Note 
that when a two-point function, e.g., (3.2) is used the interior 
points are denoted with uo,ro,~o,;o]: 

ds2 = du 2 + 2 du dr _ ,z d~ d; (3.3a) 
P02 ' 

where u = t - r is the retarded time and Po = (1 + ~; )/2. 
We shall introduce here new coordinates5 

u' = (l/~)u, r' = ~r, (3.3b) 

which are more convenient for the study of asymptotic struc
ture. Then (3.3a) can be written as 

2 2 1 .2 d~ d; (3 3 ) ds = 2du + 2 du dr - - , -- . c 
2 p 2 ' a 

where we have suppressed the primes. Since null geodesics 
are conformally invariant, there is an inherent conformal 
freedom available and we shall transform (3.3c) to 

d'S2 = n 2 ds2 = 4/2 du2 _ 4 du dl _ d~ d; 
p 2 ' 

° 
(3.4) 

where we have introduced a new coordinate 1 = r~ I and the 
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conformal factor has been chosen to be n = .j2/. Working 
out the geodesic equations of the space-time, we have (with 
the dot denoting derivative with respect to s, the affine pa
rameter), 

2/2U - i = 1, 

U + /u 2 = 0, 

;(1 + s;) - 2;;2 = 0, 

;-(1 + s;) - 2;;2 = 0, 

4/ 2U2 
- 4ui -;; /P~ = 0, 

(3.5) 

where the last equation corresponds to ds2 = O. Restricting 
ourselves momentarily to the equatorial plane 0 = 1T/2 for 
the sake of simplicity, (3.5) can be written as 

2/2U - i = 1, 

u + /u 2 = 0, 

ip = 0, ip = b, 

/2U 2 _ ui = ip 2 = b 2/4. 

(3.6a) 

(3.6b) 

(3.6c) 

(3.6d) 

We shall now eliminate the parameter s from above. For 
that, substituting (3.6a) in (3.6d) and then solving both these 
equations for u gives /2 = 1 - b 2/2, i.e., 

i = ± ~1 - b 2/2 , 

ds= ±d//~I-b2/2. 

(3.7a) 

(3.7b) 

! It should be noted that i < 0 corresponds to a null ray mov
ing away from the origin [i = - (1Ir);]. Next, if i > 0 initial
ly, then the ray moves initially towards the origin of the 
coordinate system (r = 0, / = 00) and after reaching a mini-

mum r m (i.e., i = ~ 1 - b 2/ ~ = 0) it begins to move out
wards and again i < O. For the sake of definiteness we shall 
choose here rays such that initially i < 0; however, by consid
ering the other sheet i> 0 as well, we can span the full light 
cone of null rays from our starting point. We shall return to 
this point later. J 

Next, using (3.6a) and (3.7a), and (3.7b), we can write 

du = - dl + .!Ii, (3.7c) 
2/2 ~ 1 _ b 2/2 21 2 

and, from (3.6c) and (3.7b), we have 

-bdl 
dqJ = -;;===;::::;::;;

~1_b2/2 
(3.7d) 

If the apex of the cone is at I = 10 , u = uo, rP = rPo, inte
grating (3.7c) and (3.7d) from 10 to an arbitrary 1 gives the 
equations for (one sheet of) the light cone as 

(3.8a) 

(3.8b) 

where b (the initial direction) ranges from 0 to 10- I. For the 
sake of simplicity we choose the apex on the rP = 0 axis, i.e., 
rPo = O. Now by taking the limit as the null rays escape to 
infinity, i.e., 1-+0, (3.8a) and (3.8b) provide us with a portion 
of the cut at infinity of the rays coming from uo,lo,rPo. [At the 
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moment we are describing only the rays in the equatorial 
plane.] Integration of (3.8) from 10 to 0 yields 

1-~I-b2/~ 
u - Uo = -----''-------

2/0 

(3.9) 

and 

qJ = arcsin(blo)· (3.10) 

Note that for fixed apex (3.10) yields a one-to-one relation 
between the initial direction b and the final angular position 
rP on.f +. By eliminating b from (3.9) and (3.10), we obtain 
the portion (equatorial plane) of the light cone cut, 

u = Uo + (112/0)(1 - cos qJ). (3.11) 

We emphasize (for later use) that had (3.9) and (3.10) been 
functionally more complicated, we might have to consider 
them as defining (3.11) parametrically. (Note that for the 
sheet i < 0 which we have been considering, cos rP will be 
positive because rP will always be in the first or fourth quad
rant in this situation. For the other sheet corresponding to 
i> 0 initially, cos rP will be negative.) 

The portion of Z given by (3.10) describes, as we have 
mentioned, only an S 1 worth of null rays intersecting f +, 

since we have restricted ourselves to the equatorial plane. 
However, because of spherical symmetry the full cut, which 
is topologically S 2, can be generated by rotating this plane. 

For that, first it will be convenient to define a null vec
tor 1 a [for all values of the stereographic coordinates (S,; )] 
given by 

la=_l (1, s+t,i(;-S),S;-~). (3.12) 
.j2 1 + SS 1 + st 1 + tt 

As (S,; ) more over S 2, I a sweeps out the null cone of direc
tions. 

The situation we have considered is that of all null geo
desics in the equatorial plane with apex on the rP = 0 axis. 
Now consider two unit vectors at the origin, one pointing to 
the apex and the other to the "final point" of the geodesic, 
i.e., nA = (1,0,0), nF = (cos rP,sin rP,O). We have nA ·nF 

= cos rP. If now we perform an arbitrary rigid rotation so 
that the apex is moved to a new direction 

n~ = (sin Oocos qJo, sin 00 sin qJo,cos 00 ) 

and the final point to 

n~ = (sin 0 cos qJ,sin 0 sin qJ,cos 0), 

then we have nA .nF = n~ .n~ or 

(3.13a) 

(3.13b) 

cos;p = cos 00 cos 0 + sin 00 sin 0 cos(qJ - qJo), (3.14a) 

w here we have now used;P to designate the angle between n A 

and nF . Using stereo graphic coordinates (tl) and (to,;o) in-

stead of the 0 and rP 's and (3.12), we have [ using 

(sin 0 cos qJ,sin 0 sin qJ,cos 0) 

= (t + t , i(; - t) , t; - ~)], 
1 + tt 1 + tt 1 + tt 

cos Jy = 1 - 2l at, (3.14b) 

where fa is the same as (3.12) but with (tolo) instead of (t,; ). 
Substituting this back in (3. 11) yields 
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1 0 - -

u = Uo + -(lola) = Z(uo,/o,to,to,t,t), (3.15) 
10 

the general equation for the light cone cut for Minkowski 
space where the apex has coordinates (uo,/o,to;;o). 

If one chooses to use Minkowski coordinates xO
, which 

are related to the null polar coordinates (u,r,t,;) by 

(3.16) 

where to is a constant vector with tOto = 2 and tala = 1, 
then the light cone cut (3.15) can also be written as 

u =xolo(t,t), (3.17) 

a well-known result. 5 

Having considered the flat space-time situation, we 
now return to Schwarzschild geometry. 

The Schwarzschild metric in (u,r,(),,p ) coordinates, 
where u = t - r - 2mlog(r - 2m) is the retarded time, is 
given as 

ds2 = (1 - 2m/r)du2 + 2 du dr - r(d() 2 + sin2
() drp 2). 

(3.18) 
As before, we make coordinate transformations (3.3b), use 
stereographic coordinates t,t, and conformally transform 

the metric by n = r- 1 = /il which gives 

&2 = n 2 ds2 = 4(/2 _ 2/im/ 3
) du2 - 4 du dl 

dtdt 
---2-· 

Po 
(3.19) 

The new coordinate I is now finite at infinity and .f + is 
described by the hypersurface I = 0, which corresponds to 
r = 00 for (3.18). 

The Lagrangian for the geodesics is written as 

!f = 2W - 2/im[3)u2 - 2ui - t; /2P~, (3.20) 

where dot denotes differentiation w.r.t. an affine parameter s 
along null geodesics. The equations for null geodesics are 
then given as: 

2(/2 - 2/im/ 3 )u - i = 1, 

ii + 2(1 - 3/imI 2)u = 0, 

t (1 + tt) - 2tt 2 = 0, 

;(1 + tt) - 2t;2 = 0, 

4(/2 - 2/im/ 3)u2 - 4ui - t; /P0
2 = 0, 

(3.21a) 

(3.21b) 

(3.21c) 

(3.2Id) 

(3.21e) 

where (3.21e) corresponds to ds2 = 0. Though, in principle, 
all the null geodesics of the space-time are obtained from 
(3.21), we begin our investigation with those in the equatorial 
plane () = rr/2. From a fixed apex this yields an S 1 worth of 
geodesics. Now from these and the spherical symmetry of 
the situation we will generate all the null geodesics from an 
arbitrary apex by a rigid rotation as was done in the Min
kowski case. For () = rr/2 we have t = eM" and (3.21) be
comes 
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2(/2 - 2/imI 3 )u - i = 1, 

ii + 2(1 - 3/imI 2)u 2 = 0, 

ip = 0, ¢ = b, 

(/2 _ 2/imI 3 )u2 _ ui = ¢ 2 = b 2/4, 
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(3.22a) 

(3.22b) 

(3.23) 

(3.24) 

with (3.22b) an identity from the other equations. Combining 
the first and last equations of above, the following relations 
can be easily deduced: 

i = ± (2/imb 2[3 - b 2/2 + 1)1/2 = ± a, 

dl 
ds= +---a' 

b dl 
drp= ± a . 

(3.25a) 

(3.25b) 

(3.25c) 

(3.25d) 

Before integrating (3.25), we note that the null rays 
coming from an arbitrary apex are divided into two sets (the 
two sheets of A ) defined by (3.25b), i.e., those given initially 
by i < ° and i> 0. For the first set, i.e., those initially with 
i < 0, the geodesics continue with a decreasing I (increasing r) 
until intersection with .f +. For the rays which begin with 
i> ° (the second set), i.e., those rays with initially increasing I 
(decreasing r), some reach a maximum I (when A = 0), then 
begin to move outwards, and eventually also intersect.f +. 

For others, depending on b, they continue towards increas
ing I and eventually cross the horizon and do not reach.f +. 

We will not be concerned with the later rays. 

For a fixed apex (say at I = 10 < 1I3/im) the null rays, 
on each sheet, are characterized by the value of the impact 
parameter b. For the first set, (i < 0), the range of b is from 
b = ° to a maximum, bm , where the bm is determined by 

A = b~(2/imI6 -/~) + 1 = 0, i.e. 

b ~ = 11(1 ~ - 2/imI6). (3.26) 

For the second sheet (i > 0), the range is again from some bm 

to b = 0, but now there is a critical value be' such that for all 
b < be the rays continue past the horizon. To determine be' 
we want the smallest b so that A has a real positive root, Ie. 
By plotting A against I it is easily calculated that Ie is a double 

root and Ie = I13/im, with be = 3.j6m. Thus, on the second 
sheet, our range for b is be < b < bm • Note that a ray begin
ning at I = 10 with b = be approaches asymptotically the 
well-known (unstable) orbit I = Ie. 

We now restrict ourselves (for the time being) to the 
family of null geodesics from first sheet. Then (3.25) can be 
written as 

I-a b 2(1_ a) b 2 
U= 

2(I+a)' 2(/2 - 2/imI 3
) 2(I-A) 

(3.27a) 

i= -a, (3.27b) 

ds= 
dl 

(3.27c) - a' 

i.e., 

du= 
b 2dl 

(3.27d) 
2a(l+a) 

Integration of (3.27d) then yields 

1 i1 
b 2 dl' 1 i1 

b 2 dl' u = Uo - - --- + - = u(uo,/o,b,l). 
2 10 a 2 101 +a 

(3.28) 
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It should be noted that since A is a cubic, both the integrals 
appearing on rhs of (3.28) are elliptic integrals, and they can 
be reexpressed as combinations of the standard elliptic inte
grals of first, second, or third types. This ellipticity is the 
consequence of m =1= 0 in A. When m = 0, these become ele
mentary integrals and (3.28) reduces to the flat-space situa
tion (3.8). 

Returning to the remaining geodesic equation (3.23) 
with the aid of (3.27c) and choosing the apex on ¢ = 0 axis, 
we obtain 

11 - bdl 
cp = -- cp (/o,l,b ). 

10 JA 
(3.29) 

We can now, in (3.28) and (3.29), pass to the limit 1=0 
(r = 00) obtaining 

I [ b 2 dl' I [ b 2 dl' 
u = Uo - - ---+ - = U(uo,lo,b), 

210 JA 2101+JA 
(3.30a) 

A [ bdl' cp = - -- == cp (/o,b ). 
10 JA 

(3.30b) 

Equations (3.30) define implicitly (by eliminating b between 
them) a function 

u = u(uo,lo,$), (3.31) 

which yields a portion of the light cone cut of f + (the equa
torial plane). However, because of the spherical symmetry of 
the problem, the angle ¢ can be considered as the angle 
between a vector pointing (from the origin) towards an arbi
trary apex with angular position (~o,;o) and the final angular 
position on f +, (~,;). As in the Minkowski space case we 
have (3.14b) 

cos $ = I - 21a (~,;)1 a(~o';o). (3.32) 

Thus with (3.32), Eq. (3.31) has the form 

u = Z (uo,lo,~o,;o,~,;), (3.33a) 

and becomes the light cone cut function of f + from 
(uo,/o,~o,;o)· 

Unfortunately, we cannot solve either (3.30a) or (3.30b) 
explicitly for b, and we must give (3.33) parametrically as 

u = U
o 
+ ~ (0 b 2 dl _ ~ (0 b 2 dl, (3.33b) 

2 Jo JA 2 Jo I + JA 
A 0 LID bdl cp=arccos(l - 2lala) = --. 

oJA 
(3.33c) 

We now consider briefly the second sheet (i> 0 initial
ly). The integration procedure is slightly more complicated 
than in the i <0 case. We must first integrate (3.25) and (3.23) 

with the + JA (for fixed b ) to the "bounce" point 
Ib [A (/b) = 0] after which we return to the first sheet 

( - JA) and integrate to I = O. Performing these operations, 
we obtain the cut function for the second sheet: 

(3.34a) 
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A 0 lIb b dl LID b dl cp = arccos(1 - 2/) a) = 2 --+ --. 
10 JA 0 JA 

(3.34c) 

Though the equations of the cut function Z, i.e., (3.33) 
or (3.34), appear to be very complicated, it will tum out (next 
section) that they can be manipulated with relative ease and 
that from them the Schwarzschild metric (up to conformal 
factor) can be reconstructed. 

IV. RECONSTRUCTION OF METRIC 

In the previous section we obtained the light cone cut 
function for Schwarzschild space-time, while in Sec. II we 
gave the general description for the construction of the con
formal metric from the light cone cut function. In principle, 
we could stop at this point-the general theory is there as 
well as a specific cut function, so the metric could be calcu
lated. However, for two reasons we would like to show how 
the calculation is done. First of all it will serve as a check on 
both the general formalism and also on the correctness of our 
derivation of the Schwarzschild Z. Second, it forces us to 
compute certain explicit expressions that have intrinsic in
terest on their own. These will be discussed in Sec. V. 

Working with the first sheet, we begin with 
Z = Z (uo,lo,~o,;o;~';) (expressed parametrically) in Eq. 
(3.33), and wish to obtain explicit expressions for the follow
ing quantities which are needed for computation of the met
nc; 

Z.a = (Z.uo,Z.lo'Z,;o'Z,~o)' 

dZ.a, dZ.a, ddZ.a, 

(4.la) 

(4.lb) 

d2Z.a , d2Z.a • (4.1c) 

In addition (though these quantities are not needed for the 
calculation of the metric) we wish to obtain, for later use, 

d2Z, d2Z. (4.1d) 

Before beginning these calculations we first give some 
notation and relationships from flat space tetrad calculus 
which will be needed later. In addition to the vector la (~,; ), 
Eq. (3.12), we have three related vectors6 forming a tetrad 
(for each value of ~, ; ) namely 

ta = la (~,; ), 

(4.2) 

na = la + ddla, 

where I and n have spin weights zero and m and m spin 
weights I and - 1, respectively. They have nonvanishing 
scalar products among themselves, 

lana = - mama = 1. 

The vectors satisfy the identities 

dm a = dma =0, 

dma = dma = na _la, 

dna = _ rna, 

dna = _ mao 
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Returning now to (4.1), we see immediately from (3.33) that 

Z,uo = 1. (4.4) 

The calculation of Z I is just a bit more tricky as u depends 
• 0 

explicitly on 10 (upper limit of integration) and implicitly on 
10 via b. 

We thus have from (3.33b) that 

Z'/o = aloz + Z,b alob, 

1 b 2 I 1 110 b ZI =- +a[ b- --dl. 
'0 2a+AI~lo 02 oAa 

(4.5) 

By differentiating (3.33c) with respect to 10[(s,So) = const], 
we obtain 

b I 110 dl -- +al b --=0. 
a 1=10 0 0 Aa 

(4.6) 

Substituting (4.6) into (4.5) and simplifying, we obtain 

Z - - b 2 I (4.7) 
'/0 - 2(1 +a) 1

0
' 

In a similar fashion we calculate Z,{;o and Z.{;o with the result 
that Z.a is 

Z.uo = 1, 

Z,{;o = bG 12(1 + sio), 

Z.{;o = bG 12( 1 + sio), 

(4.8) 

where the G and G arose in the differentiation ofthe arccos in 
(3.33c) and have the form 

G = (la~a)l/2 = _ ( (t - to)(1 + sto) )112 , (4.9) 
Ib mb (s-to)(I+tos) 

and GG = 1. 
At this point we have an ideal check on the accuracy of 

our expression for Z. If we calculate the norm of Z,a in (4.8) 
using the Schwarzschild metric (for either sheet), we obtain 
the identity 

g"bZ.aZ,b -0, (4.10) 

for all (t,t). This shows that, in the Schwarzschild space
time, Z = canst. is, for arbitrary (tl j, in fact a null surface 
and that, at a fixed point (uo'/o,to,to), Z,a describes the tan
gent space null cone as (s,t ) varies. Since knowledge of the 
local cones determines the conformal metric,7 we could stop 
at (4.1O).We nevertheless continue to the next level. 

By applying (J,d, and (Jd, respectively to (4.8), we obtain 
the remaining tetrad vectors: 

(JZ.a: 

(JZ.uo = 0, 

(JZI = -bM12a, 
'0 

(4.11) 

(Jz.{;o = (J(bG)l2(1 + soto), 
(JZ.~o = (J(bG )/2( 1 + toto), 
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dZ.a : 

dZ u = 0, , 0 

dZ I = - bdbl2a, , 0 

dZ,S-o = d(bG )12(1 + soto), 

dZ,?;o = d(bG)/2(1 + tio), 

d(JZ,a: 

d(JZ u = 0, 
, 0 

d(JZ I = - (Jb db + bA(Jdb )l2A a, 
'0 

d(JZ,S-o = d(J(bG )l2( 1 + Soto), 

d(JZ,{;o = d(J(bG )l2( 1 + toto)· 

The final quantity needed is (J2Za: 

(J2Z u = 0, 
• 0 

(J2Z,;O = (JZ(bG )12(1 + toto), 

(J2Z.{;o = (JZ(bG )12(1 + toto), 
and its complex conjugate d2Z.a • 

(4.12) 

(4.13) 

(4.14) 

As we discussed in Sec. II, the basic quantities needed to 
obtain the metric from the Z, are the four A o, A +, A _, and 
A, defined by 

d2Z.a = AoZ.a + A + (JZ.a + A _ dZ.a + A, ddZ,a' 

Now by using (4,8), (4.11), (4.12), (4.13), (4.14), and several 
identities involving the tetrad vectors I, m, iii, n generated by 
(4.9) and by applying the d and d operator to GG = 1, we 
calculate the A,'s (a long, tedious calculation) and obtain 

Ao=O, A,=B,IBz, (4.15a) 

A _ = Wb (JG - CJb (J2G )/B3 

+ B,(CJb d(JG - (JG dCJb )/BzB3 
+ [b 2(Jb (JG)2 - b zA(Jb (dG)2 + b (CJb )zG(JG 

- GZ(CJb )3]1bBz, (4.15b) 

A+ = (db (JzG - (J2b dG)lB3 

- B1(db d(JG - dG ddb )lB2B3 

- (b db db G (JG - G 2 db (Jb )2 + b 2 CJb dG dG 

-b 2Adb(JG)ZlbB2' (4.15c) 

where 

BI = G 2(Jb)2 - b 2A (JG )2, 

B 2 = G 2 CJb db - b 2A (JGdG, 

B3 = db (JG - (Jb dG, 
(4.15d) 

From the A;'s we could, via Eqs. (2.11)-(2.14) and con
jugates, reconstruct the tetrad components of the Schwarzs
child metric, namely, g i) = g"b() ~ ()jb and then theg"b.1t actu
ally turns out to be simpler (since we are only verifying that 
our method yields the already known Schwarzschild metric) 
to begin with the known gab and calculate thegi} with the use 
of the tetrad () ~. From the same set, Eqs. (2.11 )-(2. 14) we can 
calculate theA.J1 and compare with (4.15) and thereby verify 
the reconstruction of the g"b. 
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We have in fact carried out this calculation which is 
relatively long but straightforward. The details shed no new 
light. However, for completeness we present the g ij: 

gOO =go+ =gO- = 0, 

01 _ M db + b 20G dG 
g -4:4 4 

(4.16a) 

(4.16b) 

g+ + = _ (ob )~ b zoG oG (4.16c) 
4A 4 

+ I = A - l(ob )2(db) _ ob dM _ ~ d(b 2 oG oG), 
g 4bA 2 4A 8 

(4.16d) 

gil = A - I (ob db + bA dob f - J...do(bG )do(bG ), 
4b 2A 3 4 

(4.16e) 

and rest of the components are given by 

g-I = g+l, g+- = -g0l, g-- = g++. (4.16f) 

v. DISCUSSION 

In this final section we would like to discuss a series of 
different items, all connected to the main theme of the paper, 
some intimately connected, others much more loosely. 

(1) We would like to return to a question that was just 
touched upon in Sec. III, namely, the integration of the null 
geodesic equations for a particular value of the impact pa-

rameter b = be = )6.3m. We pointed out then that these 
rays can be thought of (i) on the first sheet as if they had come 

from the unstable orbit I = 1I3!im moving towards f + 

while (ii) for the second sheet they would represent rays mov
ing towards the same unstable orbit and eventually remain

ing at I = 1I3!im. A point of interest for us is that the ellip
tic integrals that appear in Sec. II for this case reduce to 
elementary integrals [the polynomial A (/) factors in this case 

so that A = 54m 2
(/- 1I3!im)2 (2!iml + 1/3)]. Because of 

this (on sheet I) one can, for specific directions, obtain explic
it expressions for Z and tP. We have not bothered to evaluate 
them. 

A second point (concerning sheet II) also related to 
b = be is that one can exactly integrate (3.25d) from 10 to 

I = 1I3!im - c, c> 0, with the result 

I { 2(1 - 3!imlo) } 
qJ= og !icm[3!imlo+3(2!imlo+ 1/3)1/2+2] . 

(5.1) 

Thus for fixed 10 the geodesic will have an arbitrarily large 
deflection (or number of rotations) as c---+O. In a similar man

ner, if b = 3)6m + 0 (0 small but positive), a ray from 

I = 1o < 1I3!im will come close to I = 1I3,j2m but 
"bounce" and move towards.f +. Again in this case one can 
easily approximate the integrals and study analytically the 
multiple encirclements of the black hole. 

(2) Quantities that have intrigued us but for which we 
have not yet found a simple geometric interpretation are the 
(multiple) periods of the elliptic integrals involved in the eva
luation of both u and r/>, in (3.38) or (3.34). Presumably a 
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related question is the meaning of the analytic continuation 
of the integrals into the complex b-plane. They seem to have 
a relationship to the analytic continuation of Schwarzschild 
geometry to its Euclidean version and to Hawking radiation 
effects. H 

Related also is the inversion of the integrals so that one 
has elliptic functions instead of elliptic integrals. This can be 
clearly done for the r/> integral, but we have not succeeded in 
doing so for the u integral. 

(3) Ifwe now return to Eqs. (3.33) or (3.34) and apply the 
o and d operators several times (now without taking the gra
dient), we obtain (for the first sheet) 

02Z = b 0(; + (; ob, 

doZ = b d(; + (; db, 

dZ=b(;, 
A 

oZ=bG, 

Z = Z (uo'/o,tolo,tl), 
where (; is given as 

(; = [ (t - tol( I + tto) ] 1/2. 

(t - tol(l + tel) 

(5.2) 

(5.3a) 

(5.3b) 

(5.3c) 

(3.33a') 

(5.3d) 

[The relationship between G defined by (4.9) and G above" 
should be noted. Whereas G arises from taking 00 of(3.32), G 
arises by taking 0 of the same expression.] 

Since the right hand side of (5.2) is a function of 
(uo'/o,so,to), as are the right sides of (5.3), we could view (5.2) 
as an equation of the form 

(5.4) 

but given parametrically by (5.2) and (5.3). Equations (5.4) 
and their conjugates can be considered as the "Einstein 
equations" for the Schwarzschild geometry in the following 
sense: They appear to have a unique four-parameter set of 
solutions given by (3.33), where the solution space itself, Le., 
(uo'/o,solo) defines the Schwarzschild manifold and the solu
tions themselves yield the Schwarzschild metric. 

The quantity U z or (from a slightly simpler point of 
view) the right side of (5.2) has a simple geometric meaning, 
namely, it is the asymptotic shear of the null cone with apex 
(uo'/o,to,to)' This is seen from the Sachs theorem9 on the 
transformations of asymptotic shear and the fact that the 
Bondi shear for Schwarzschild space-time is zero. 

(4) A further interesting piece of technical information 
is obtainable from (5.3c) and (5.2). We have wondered what 
would be the consequences of choosing a null goedesic begin
ning at (uo'/a,Sa,to) which possesses a conjugate point at 
.f +, on the local geometry of Z in the neighborhood of the 
conjugate point. This can be investigated by choosing the 

origin of the ray in the equitorial plane 0 = 1T /2 on the line 
r/> = 0, then it is easy to see from the symmetry of the situa
tion that there will exist a geodesic such that the point on 
f + along the negative x axis, i.e., 0 = 1T12 and r/> = 1T will 
be a conjugate point. Notice that from (5.3c) we have 

OZ = b(; = b~( Is, (5.5) 

where we have used (00 = 1T12, r/>o = O)---+(tolo) = O. If we 
now have t + t---+co (for tP---+TT, the antipodal point to the 
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positive x axis),. we have the result that ljZ = be;2"" where 
; = I; Ie - ;"', i.e., the valueofZ depends not on the final (;,;) 
but on the direction of approach to the final point. The be
havior of the surface defined by u = Z (xa,;,;) near the con
jugate point is thus like a cusp. From this we see that lj2Z at 
the conjugate point is singular and hence the asymptotic 
shear O"z at a conjugate point is singular. This result gives us a 
general warning that our construction of metrics from the 
cut function breaks down at conjugate points. 

(5) It is shown in the general theory oflight cone cuts l 

that a necessary condition for Lorentzian signature of the 
metric is 

(5.6) 

Ifwe calculate (5.6) for Schwarzschild geometry, we obtain 

P-I=b2A(db;G + db;"GY. (5.7) 

which is greater than zero for null rays that can escape to 
infinity. 

(6) A question that remains to be considered is what is 
the twistor description of the theory of light-cone cuts in 
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general and in particular for the Schwarzschild geometry. It 
is clear that for eachxa or cut there is a two-parameter family 
oftwistor lines on Cf + whose envelope is the analytic con
tinuation ofthe cut function into the complex f +. It should 
be investigated whether this view allows a deeper and clearer 
understanding of the cut function as it did in the special case 
of JY'-space theory. 
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All null orbit type 0 electrovac solutions with cosmological constant 
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All null orbit type D solutions of the Einstein-Maxwell equations with A are obtained. There are 
only two families of solutions depending upon whether the complex expansion of the 
electromagnetic eigenvectors aligned along the double DP vectors is different or equal to zero; 
they are the null orbit solution with complex expansion, and the five-parameter free of complex 
expansion null orbit solution, respectively. 

PACS numbers: 04.20.Jb 

I. INTRODUCTION AND EQUATIONS OF THE PROBLEM 

In 1981 Debever and McLenaghan 1 obtained, without 
explicit integration, the general metric structures of space
times V4 which are solutions of the Einstein-Maxwell equa
tions with A, 

Rp.v - ~p.vR + Agp.v = fp.a f~ - ~p.v fa{3 f a{3, 

fp.v; v = 0 = f[p.v;a i' 

and which fulfill the following conditions. 
(i) The Weyl tensor Ca{3p.v is of Petro v type D, i.e., there 

exist two real null principal directions, Debever-Penrose 
(DP) vectors, I and n such that, at each point of V4 , 

I P.I VCap.v[{3ly) = 0 = np.nvCap.v[{3 ny ). 

(ii) The electromagnetic field tensor fa{3 is nonsingular 
and its principal null directions are aligned along the DP 
directions of the Weyl tensor 

IP. fp.[al{3) = 0 = nP. fp.[a n{3)' 

(iii) The invariants of the Weyl tensor and the tracefree 
Ricci tensor Cp.v: = Rp.v - ~p.vR satisfy one of the in
equalities 

C C a{3P. V -l-4C cp.v a{3p.v ""'1 p.v , 

or 

C. cp.va{3-1-0 p.va{3 .,... . 

They established, among others results, a theorem which 
applies to the IiJ class of solutions, i.e., to solutions of the 
Einstein-Maxwell equations above satisfying conditions (i)
(iii). 

Theorem 1: Every solution in IiJ admits at least a two
parameter orthogonally transitive abelian isometry group. If 
the orbits of the group are non-null, the group is invertible 
and there exists a coordinate system (u, v, w, x) such that the 
metric and the self-dual Maxwell field have the form 

ds2 = - elL du + M dU)2 + eR 2dw2 

+ erN du + P dvf - eT 2dx2
, 

F=B [R (L du + M dV)l\dw 
- eT(N du + Pdu) I\dx], (Tl) 

-) Also at Seccion de Graduados, Escuela Superior de Ingenieria Mecanica y 
Electrica del Instituto Politecnico Nacional, Mexico D.F., Mexico. 

where L, M, and R are real-valued functions, B is a complex
valued function, and N, P, and T are functions satisfying 
IV = - eN, P = - eP, T = eT, where all these functions are 
independent of the coordinates u and u, and where e = 1 
(spacelike orbits) or e = - 1 (timelike orbits). If the orbits 
are null, the group is not invertible and there exists a system 
of coordinates (u, v, w, x) in which the metric and the self
dual Maxwell field have the form 

ds2 = 2R dw(L du + M dv) 

- (N du + P dV)2 - T 2dx2, 

F = B [ - R (L du + M dv) 1\ dw 

+ iT(N du + P dv) I\dx], (T2) 

where L, M, N, P, R, and T are real-valued functions and B is 
a complex-valued function, all independent of the coordi
nates u and u. 

The main purpose of the present work is to give the 
complete set of type D electrovac solutions with A possessing 
an isometry group with null orbits. According to the 
theorem above, in this case, the metric modified to signature 
+ 2 and the 2-form of the electromagnetic field can be given 

as 
g = (N du + PdU)2 + T 2dx2 

+ 2R dy(L du + M dv), 

W = - (g' + iliJ)[R (L du + M dv)l\dy 

+ iT(N du + P dv) I\dx), (1.1) 

where the real structural functions N, P, T, R, L, M, E, and 
liJ, constrained to the Einstein-Maxwell field equations, are 
all independent of the Killingian variables u and u. The func
tions g' and liJ are the electromagnetic invariants defined by 

Y = !fp.vrv + !fp.,,!,'" = : - ~(g' + iliJf 

Working in the null tetrad formalism themetricg and w 
from (1.1) can be given as 

g = 2e l 
® e2 + 2e3 

® e4
, 

w = (g' + iliJ)(e 1 l\e2 + e3 I\e4
), 

where 

e l = (l/V2)(N du + Pdv + iTdx), e2 = (7), 

e3 = R dy, e4 = L du + M dv. 

( 1.2) 

(1.3) 

The congruences e3 and e4
, aligned along the double DP 

directions, via the Sachs-Goldberg theorem (fulfillment of 
(i)-(iii), are geodesic and shearfree, i.e., 
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r 424 = r 422 = 0 = r313 = r 311 , (1.4) 

where rabc = rlab lc are the components of the connection 
I-forms rab = rabcec, which are defined by the first Cartan 
equations 

(1.5) 

Under the present alignment of e3 and e4 along the DP 
vectors, the only nonvanishing independent component of 
the traceless Ricci tensor is 

2 v 2 6 C12 =-(If+&7), (1.) 

the conformal curvature Cabcd is characterized by the only 
nonvanishing curvature quantity C(3), and the curvature 
constant R = - 4,1, A. being the cosmological constant. 

The second structure equations, into which the Einstein 
equations with an aligned electromagnetic field are built in, 
can be written as 

.2/ = dr42 + r 42 /\ (r12 + r 34) = (~C(3) + jA. )e3/\ el, 

&7 = dr31 + (F12 + r 34)/\r31 = (~C(3) + jA. )e4/\e l
, 

C(f = d(F12 + r 34) + 2r42 /\r31 
= [C(3) _ jA. _ (lf2 + ~2)]el/\e2 

+ [COl _ jA. + (lf2 + ~2)]e3/\e4. (1.7) 

The Maxwell equations of the problem studied are 

d In(1f + i~)1/2 + r 314e
l + r423e2 

- r 31 t.l!3 - r 421e4 = o. (1.8) 

They simply state that the 2-form (j) of the electromagnetic 
field, formula (1.1) or (1.2), is a closed form. 

From Eqs. (1.5), by substituting there ea from (1.3), one 
readily reads the connection components r abc . The compo
nents r 424 and r 421 are identically equal to zero. The compo
nents r422, r 313, and r 311 amount to 

r 422 = (iI2TZ)(PxN - PNx ), 

r313 = (l/v1RZ)(MyL - LyM), (1.9) 

r 311 = (l/2R )[TyIT- (l/Z)(NyM -PyL )], 

where Z: = NM - PL. The vanishing conditions of these 
quantities, Eqs. (1.4), yield 

P=p(y)N, M= m(x)L, T=f(x)N(m(x) -ply)). (1.10) 

Thus without loss of generality, the metric (1.1) satisfying the 
conditions (1.4) can be written as 

g = N2(du + p(y)dvf + N2(m(x) - p(y))':f2(x)dx2 

+ 2R dy(du + m(x)dv), (1.11) 

where Nand R are functions of x andy only, and m,J, and p 
are functions of their arguments. 

From the integrability condition of Maxwell equations 
(1.8) two conditions arise. 

(i) From the real part one infers 

R 
JxJy In 2 = 0; 

N (m-p) 
consequently, 

R = "'(x)¢(y)N2(m -pl. (1.12) 

By redefining the coordinates x andy, one can always set 
¢ ( y) = 1, and "'(x) = fix). 
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(ii) The imaginary part leads to 

J mx Py 
x --- -Jy ---=0, 

m -p m-p 
(1.13) 

the integration of which is a straightforward process. 
By introducing the definitions 

H2(X,y): =R -I, K(x): =f- I, (1.14) 

one brings the metric (1.11) into the form 

g=H-2(~(dU +pdV)2 
m-p 

+ m;. p dx2 + 2 dy(du + m dV)). (1.15) 

The information contained in the second Cartan equa
tion (1.6) can be summarized as follows: The vanishing of the 
coefficients multiplying the 2-form e3 

/\ e2 implies 

from.2/: H -...!.- Pyy + mxx H - 0 (1.16) 
xx 4 m-p -, 

from &7: Hyy + 41 Pyy + mxx H = 0, (1.17) 
m-p 

from C(f: 

Two out of the three equations with second derivatives of H 
occur to be independent when Py and mx are not simulta
neously equal to zero. This fact can be established by differ
entiating (1.19) and the use of Eq. (1.13) together with its 
third derivatives. Therefore under the condition imposed on 
Py and mx , one can consider as independent equations for H 
the ones given by (1.16), (1.17), and (1.19), remembering al
ways the necessity of (1.13). Ifpy = 0 = mx ' one arrives at 
two different branches of solutions; the de Sitter space [see 
below formulas (1.26), (1.30H1.32)] outside ofthe D's solu
tions, and the null orbit exceptional type D solution [see 
further (3.12), which does not satisfy the (iii) condition]. 

The equation for the scalar curvature amounts to 

- 4,1 (m - p) = H2Kxx - 3KxJxH2 + 2K [ - JxJxH2 

+ 2H -2(JxH2f] = :DxK, (1.20) 

which permits us to determine the function K once the m, p, 
and H are known. 

The curvature quantities C(3) and CI2 are correspond
ingly 

C
(3) 2 1 KH2 

= - -A. - --- {JxJx In(m _p)H-2 
3 2 m-p 

+ ~Jx In[(m _p)H-2]Jx InK 2H- 2(m _p)-I 

+ ~Jy In(m - p).Jy [In(m - p) 
+2ilnK(m-p)-2]j, (1.21) 

C
12

=...!.- KH2 {_ ~+...!.- Kxx 
2 m -p m -p 2 K 

_ Kx(~+ HX)+2~ Hx }.(1.22) 
K m-p H m-p H 
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In this way, the problem of finding all null orbit electro
vac type D solutions satisfying (i)-(iv) reduces to integrating 
the system, denoted subsequently by Y, determined by Eq. 
(1.13)(with m" andpy not vanishing simultaneously), (1.16), 
(1.17), (1.19), and (1.20). The integrability of the Maxwell 
equations (1.8), which now can be written as 

d In(~ + iq;)H -2(m - p) - i 

[ 
Py mx] X --dx+--dy =0, 

m-p m-p 
(1.23) 

is guaranteed by Eq. (1.13). 
Before starting the integration of the quoted equations, 

let us demonstrate a theorem: 
Within the class of null orbit D' solutions, if the con

gruence e4 is twist-free (1m r312 = 0), then it is also nondi
verging (Re r312 = 0), and inversely. 

Proof The complex rotation of e4 is given by 

( 
1 Py ) i H r 312 =H Hy +----H +----mx. 
2 m -p 2 m-p 

(1.24) 

Let the divergence be zero, i.e., 

H +~~H=O. 
y 2 m-p 

Differentiating the expression above with respect to y, and 
substituting Hyy from (1.17) into the obtained relation one 
arrives, by virtue of (1.13), at 

H(m x )2 = 0, (1.25) 

therefore mx = 0, i.e., 1m r 312 = O. 
Inversely, suppose that the twist of e4 is zero, i.e., 

mx = ~m = mo = const. 

Hence, from (1.13), one has 

Pyy + (py)2/(mo - p) = o. 
Substitutingpyy into (1.19), one obtains 

Py(Hy +~~H) =0. 
2 mo-p 

Thus one has the two possibilities 

(1.26) 

(1.27) 

(1.28) 

(i) Hy +~~H=~Rer312=O (1.29) 
2 mo-p 

and 

(ii) Py = ~ p = Po = const. (1.30) 

In this last branch, the equations for Hare H xx = H xy = Hyy 
= 0; therefore 

H=a+bx+cy, (1.31) 

where a, b, and c are constants. Entering with m, p, and H 
into Eqs. (1.24) and (1.20), one arrives at 

Re r312 = cIa + bx + cy), 

- 4,.1, (mo - Po) = (a + bx + cy)2Kxx 

- 6b (a + bx + cy)Kx + 12b 2K. 
(1.32) 

Hence if one demands Re r 312 to be different from zero, then 
c is a non vanishing constant. This, in turn, implies that K is a 
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constant structural function yielding, together with H, to the 
de Sitter space with all curvature quantities equal to zero 
except the scalar curvature R = - 4,.1" and, therefore, out
side of the studied class of type D solutions. 

Thus the class of null orbit electrovac type D solutions 
can be divided into two branches: the free of complex expan
sion D's and the D solutions with one DP vector possessing 
simultaneously twist and divergence. 

Incidentally, branch (ii) with r312 = 0 is not empty. It 
contains an exceptional null orbit type D solution; see For
mula (3.12), and the static solution given by Eqs. (3.9) and 
(3.10) with I equal to zero. 

II. INTEGRATION FOR ALL NULL ORBIT D SOLUTIONS 
WITH COMPLEX EXPANSION 

In this section, all solutions of the system Y within the 
class with nonvanishing r 312 are determined. They are ex
hibited in a canonical system of coordinates together with 
their curvature quantities referred to the null tetrad (1.3). 

The starting point in the integration of Y, provided 
that mx #0, is Eq. (1.13). A trivial solution, corresponding to 
a flat space, is obtained when p is a constant. Thus cases of 
interest arise only if Py is also different from zero. 

Equation (1.13), differentiated with respect to x andy, 
leads to a separable equation 

(2.1) 

where a is a separation constant. Integrating the above rela
tions, one arrives at 

mxx + am = {3, Pyy - ap = y, (2.2) 

where {3 and yare constants. 
Two possible branches of solutions depending upon 

whether a is different or equal to zero ought to be consid
ered. 

Case a = 0: The general solutions fulfilling Eqs. (1.13) 
and (2.2) are 

m = ( {3/2)x2 + K IX + K 2, 

p = - ({3/21l + ElY + E2, 

with constants{3, K i , and Ei (i = 1,2) constrained to 

Ki - 2{3K2 + it + 2{3E2 = O. 

(2.3) 

Thus with mx :;6 0 #Py' the constant{3 has to be different 
from zero. 

Subjecting the coordinates in the metric (1.15) to the 
transformation 

lx, y, v, u j-Ix - KI /{3, y + EI /{3, (2/{3)v, 

u - (l/{32)(it + 2 {3E2 )Vj , 

without loss of generality, one can set 

m = x~ p = - y~ (2.4) 

The equations for the function H, taking into account 
(2.4), amount to 

Hxx =Hyy =yHy -xHx =0. 

Hence H has the general form 

H=1l +vxy, 

where Il and v are constants. 
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Entering with the obtained H into the equation for K, 
(1. 20), one arrives at 

- 4...1, (x2 + J) = fJt + vxyfKxx 
- 6vyfJt + vxy)Kx + 12Vy2K. (2.7) 

By comparing coefficients to powers of y one obtains 

- 4...1, = V(x2Kxx - 6xKx + 12K), 

o =f.lv(xKxx - 3Kx)' (2.8) 

- 4Ax2 = f.l 2Kxx. 

The system above has two different solutions. 
If the cosmological constant A is present, then both pa

rameters f.l and v are different from zero. The structural 
function K is then given by 

K = - (A 13)f.l-2(x4 + f.l2V-
2). (2.9) 

The metric (1.20) with m and p from (2.4), H from (2.6), and K 
from (2.9), after a suitable scaling of coordinates, can be al
ways written as 

_ 1 { ( - A 13)( 1 + x4
) (d 2d )2 g- u-y v 

(1 -xyf x 2 + y2 

x2 + y2 } + 4 dx2 + 2 dy(du + x2dv) ,(2.10) 
(-A/3)(I+x) 

with A strictly negative to have the physical Minkowskian 
signature (+ + + -), ...1,<0. 

Maxwell equations (1.23) yield 

d In(g'' + i~)H -2(y + iX)2 

= 0 => g" + i~ = (e + ig/(y + ix)2)(1 - xyf, 

where e andg are real constants of integration. According to 
(1.6), one has 

C12 = - (e2 + gZ)(1 - xy)4/(X2 + y2f, 

which on the other hand, by virtue of (1.22), amounts to 

C _ A (1 - xy)4 . 
12 - - 3 (x2 + y2f ' 

therefore the real constants e, g, and A ought to fulfill 

(A/3)=e2+gZ. (2.11) 

Consequently, the cosmological constant is to be positive, 
A > O! This contradiction implies that physically this kind of 
solution does not exist. This formal "solution" was given in 
Ref. 2; the misunderstanding arises from the wrong interpre
tation of the equality (7.17) of Ref. 2 which does not hold for 
real quantities. 

If the cosmological constant is now equal to zero, one 
obtains the null orbit D solution with complex expansion. 
Equations (2.8) with ...1,= 0 permit two possible solutions: 

(2.12) 

and 

(2.13) 

where KO and KI are integration constants. 
The metric (1.20), with K from (2.12), can be written as 

g = X
Z + yZ dx2 + 2nx - (e2 + gZ) 

2nx _ (ez + gZ) x 2 + y2 
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X(du - yZdvf + 2 dy(du + x2dv), (2.14) 

Maxwell equations (1.23) imply 

g" + i~ = (e + (g)(y + ix)-z, (2.15) 

where e and g are real constants. Hence the 2-form 0), which 
accompanies the metric (2.14), amounts to 

0) = - (e + ig)d [_1_._ (du + ixy dV)]. (2.16) 
Y+IX 

The solution given by (2.14) and (2.16) is characterized by 

C (3) = - 2ni/( y + iX)3 + 2(e2 + gZ)/(( y + ix)Z( Y - ix)), 

C12 = - (e2 + gZ)I( y2 + XZ)2, 

r312 = - 1/( y + ix). (2.17) 

The evaluation of these quantities can be carried out from 
expressions (1.21), (1.22), or (1.6), and (1.24), respectively. 

The parameters n, e, andg are interpretable as magnetic 
mass (NUT parameter), electric and magnetic charges, re
spectively. 

The metric with K from (2.13) is reducible, by means of 
the transformation 

Ix,y, u vj-Ix- I, - y-I, vv, vuj, 

to the metric (2.14). The corresponding 0) is equivalent to the 
one given by (2.16). 

The metric structure (2.14) and (2.16) has been present
ed in Ref. 1, Eq. (2.26), as the first known example of null 
orbit electrovac type D solutions. It should be noted that this 
solution is a special case of a solution obtained by Leroy3 
[with b = 0 in Eq. (3.36) of Ref. 3] under different hypothe
sis, and it also occurs as a special case of a solution obtained 
by Debever4 [with b = 0 in Eq. (2.12) of Ref. 4]. 

Case a -=1= 0: The general solutions satisfying Eqs. (1.13) 
and (2.2) are given by 

m = Aler=<Zx + Aze - .r:::ux + /3 la, 

p=BliaY+Bze-JaY+/3/a, (2.18) 

with the constants Ai and Bi (i = I, 2) constrained to 

A IA2 - B IB2 = O. (2.19) 

By subjecting the coordinates u and v to a translation when 
m andp from (2.18) are substituted into the metric, the con
stant /3 cancels out. Therefore one always can choose /3 equal 
to zero. 

With all generality, the constant a can be assumed posi
tive, say, a = ~-=I=O. (For a < 0, the hyperbolic functions be
low are to be replaced by the trigonometric one, and inverse
ly.) From the reality ofm, one hasA 2 = AI, and A 1= IA IleiT

, 

where T is a real constant. Consequently, 

m = IA I /(eiKix + T/K) + e - iKix + T/K)), 

changing the variable x to x - T/K one obtains 

m=2IAI!cosKx, IAII-=I=O. (2.20) 

To fulfill relation (2.19), it is sufficient to choose Bi as 

B] = IA]le~ B2 = IAlle-~ 
where u is a real constant. Substituting these constants Bi 
intop from (2.18), and transformingy toy - U/K, one ob
tains 
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(2.21) 

Integrating the equations for the function H, one ar
rives at the general solution 

H = 4 cos (K/2)x cosh (KI2) y 

X {J.l + v tan(KI2)x tanh (KI2) y J, (2.22) 

where J.l and v are arbitrary real constants. This expression 
suggests the change of variables 

x' = tan (KI2)x, y' = tanh (KI2lY, (2.23) 

under which the functions m,p, and H2 reduce to 

m = 21Ad{1 - x'2)1(1 + X,2), 

p = 21A l i(1 + y'2)1(1 _ y'2), 

H2 = (16/(1 - y'2)(1 + X,2)){J.l + VX'y'J2. (2.24) 

Substituting these expressions into the metric (1.20), and ex
ecuting there the transformation (2.23), accompanied by the 
redefinition of K and the coordinates u and v according to 

K= _ IAII K' u+21A iV =8K{ u', 
~(1 +X'2)2 ' - I - v', 

dropping primes, one arrives at the metric 

g = (du + y2dv)2 + dx2 I {K x
2 +y2 

(p, + vxy)2 x2 + y2 K 

+ 2 dy(du - x2dv)} (2.25) 

with K (x) constrained to fulfill the same equation as for the 
branch of solutions with vanishing separation constant. No
tice also that the structural function H is the same in both 
cases. Therefore having demonstrated the equivalence of 
both cases, one concludes the only null orbit D solution with 
complex expansion is that given by formulas (2.14) and 
(2.16). 

III. NULL ORBIT TYPE 0 SOLUTIONS WITH VANISHING 
COMPLEX EXPANSION 

For the sake of completeness, we would like to present 
our previous results5 dealing with divergenceless solutions 
from the point of view of the present treatment. 

The conditions under which the congruence e4 is free of 
complex expansion are 

(3.1) 

Therefore being that rn = rno = const, from Eq. (1.13), one 
infers 

p = rno - Poe"Y, (3.2) 

where Po and K are constants different from zero. 
The equations for H now reduce to 

Hxx + (KI2)2H = 0, 

Hyy - (KI2)2H = 0, (3.3) 

Hy - (K/2)H = 0, 

the integration of which yields 

tion 

2502 

H = e(1/2)KYcos (KI2)x(p, + v tan (KI2)x). (3.4) 

Subjecting the coordinates in (1.20) to the transforma-
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x' = I tan (KI2)x, y' = e - KY, 

U' = - (l/K)(U + mov), v' = (2pof !K)V, 

(p,' = J.ll), 

and redefining the structural function K according to 

(3.5) 

K'=(~!4/2pO)(/2+X'2fK, (3.6) 

one brings the metric (1.20), dropping primes, to the form 

g = 1 2 { ~ (x) 2 (dv + 21y dU)2 + 12 + x
2 

dx2 
(p, + vx) I +x K(x) 

+ 2UZ + x 2)dydU}, (3.7) 

with K (x) constrained to 

- 4,1. (ZZ + x 2
) = (p, + vxfKxx 

- 6v(p, + vx)Kx + 12vK. (3.8) 

Notice that formulas (3.7) and (3.8) are meaningful even in 
the case of I equal to zero. 

The presence of a conformal factor in the metric (3.7) 
suggests making a homographic transformation of the vari
able x. In this way, one arrives at the metrical structure equi
valent to the previous one, but now with v equal to zero. 
Thus the general nondiverging and nontwisting null orbit 
type D solutions are 

K(x) 12 +X2 
g= (dv + 21yduf + dx2 

f2 +X2 K(x) 

+ 2(/2 + x2)dy du, 

K(x) = a + {Jx - A. (j X4 + 2/ 2x2), (3.9) 

where a and {J are constants related to charges and magnetic 
mass; a = - (e2 +~) + A.I 4 ,and{J = 2n. The term ,1.1 4 ina 
is useful from the viewpoint oflimiting transitions. The elec
tromagnetic 2-form w accompanying (3.9) is 

W = - (e + ig)d {_l_. (i dv - (x - illY dull, (3.10) 
x+lI 

and the curvature quantities which characterize the solution 
(3.9), (3.10) are 

C (3) = 2!(x + il )3 {n + j iA./3 

- (e2 + ~)I(x - iI ) J, R = - 4,1., 

C12 = - (e2 + gZ)/(x2 + 12
). (3.11) 

As was mentioned, the parameter e and g are interpretable as 
electric and magnetic charges, respectively, while n and I 
represent the NUT (magnetic mass) and the rotation param
eters. 

To obtain directly, from formulas (3.7) and (3.8), a null 
orbit exceptional electrovac solution [which does not satisfy 
condition (iii)], one equates I andJ.l to zero, and accomplishes 
the transformations {v', y' J = v- 2

{ v, y J, x' = X-I, 

K' = vKx-4 [the (3.8) equation becomes K 'x'x' = - 4,1. ], 
arriving, dropping primes, at 

g= K dv2 + K -ldx2 + 2 dydu, 

W = (e + ig)d fix dv + y du), (3,12) 

where K is always reducible to 1 - Ux2 = K. This solution 
is characterized by C(3) = - i A., C12 = - (e2 +~) = - A., 
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(Cn = ~ C(3)), and R = - 41i. The constant e and g are the 
electric and magnetic charges, respectively. 

On the basis of the results6
,
7 dealing with all possible 

exceptional D's with an aligned electromagnetic field along 
the DP directions, one concludes that solution (3.12) is the 
only null orbit exceptional type D solution. It belongs to the 
Bertotti-Robinson8,9 class of metrics; therefore, it can be 
named the Bertotti-Robinson null orbit exceptional electro
vac solution. 

IV. CONCLUSIONS 

The results of this paper can be summarized by the fol
lowing statement. 

All null orbit type D solutions of the Einstein-Maxwell 
equations for an aligned general electromagnetic field along 
the double DP vectors, one of which is always free of com
plex expansion, belong to two disjoint classes. First, the class 
of solutions with the second DP vector possessing complex 
expansion reduce to a single solution, given by formulas 
(2.14) and (2.15). The second class is given completely, mod
ulo contractions, by the free of complex expansion null orbit 
solutions, formulas (3.9) and (3.10). 

The only exceptional null orbit solution, formula (3.12), 
belongs to the Bertotti-Robinson class of solutions with 
positive A. 

Our present and previous results 10 confirm our conjec
ture, stated in Ref. 10, that null orbit solutions can be ob
tained as limiting contractions of non-null orbit solutions. 

V. REMARKS ON NON-NULL ORBIT TYPE 0 
ELECTROVAC METRICS ADDED IN THE REFEREEING 
TIME 

At the refereeing period of the present work, we have 
succeeded in obtaining, applying the same integration proce
dure developed here, all type D electrovac solutions with Ii 
for an algebraically general electromagnetic field aligned 
along the DP directions of the Weyl tensor and possessing a 
group of symmetries with non-null orbits,11 i.e., the metric 
structure given by formulas (T1). In this case, the metric with 
signature + 2 and the 2-form of the electromagnetic field 
can be given as 

g = H -2(X,y){ m(x~~f(Y) dx2 

+ K (x) (du + p( y) dvf + mix) - p( y) dy2 
mix) -ply) Q(y) 

- Q(y) (du + mix) dV)2}, 
m(x)-p(y) 

w = H -2(~(X,y) + i~(x,Y)ll (du + m dv)l\dy 

+ i(du + p dv)l\dxJ. 
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The structural functions H, m, and p have to satisfy the sys
tem of equations (1.13,1 (1.16)-( 1.19) studied in this report. 
Thefunctions ~ and f!Ij oughtto fulfill Eq. (1.23) of this text. 
The structural functions K (x) and Q (y) satisfy a generalized 
scalar curvature equation; the second member of Eq. (1.20) 
presented here acquires the term DyQ, which is solvable by 
separation of variables. Note that by executing in the metric 
above the transformations 

dy 
dv-dv- -

Q' 
du---+du + .!!.. dy, 

Q 

and sending Q to zero, one arrives just at the null orbit metric 
(1.15) studied here. A detailed determination of all solutions 
of the quoted equations for the non-null orbit class of metrics 
is given in Ref. 11. The most general non-null orbit electro
vac type D solution, modulo all possible contractions, is the 
one obtained early by Plebanski and Demianski,12 which 
contains as limiting transitions the null orbit solutions deter
mined in the present paper and also all vacuum with Ii type D 
metrics. 13 

According to the referee's report of the present work, 
Debever, Kamran, and McLenaghan 14 have recently ob
tained a single expression for the general type D solution of 
Einstein vacuum and electrovac field equations with Ii, with 
a nonsingular aligned Maxwell field if present, which con
tains the null orbit solutions as a special case. 
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The spin-averaged Slater sum of the fermion system is expanded in terms of the square of the 
ground state wavefunction of a boson system and the "antisymmetry" Ursell function. This 
expansion is used to obtain the cluster series for the radial distribution function of the fermion 
system in terms of( - '6'lnI/S), where '6'ln l is sum of chains of( - / IS) and ( - fh f IS) bonds. The 
series is further expressed in a more compact form using a function L Inl defined by Eq. (55), and 
the "modified" FHNC approximation for the radial distribution function is presented. 

PACS numbers: OS.30.Fk 

!.INTRODUCTION 

The aim of this paper is to develop a theory for calculat
ing the radial distribution function (RDF) for the infinite 
homogeneous ground state fermion system. In the variation
al method, a trial many-body wavefunction for such a system 
is chosen as I ,2 

(1 ) 

where tPB is the exact boson ground state wavefunction and 
<P is an antisymmetric function describing a state of the N
particle system in the absence of interaction. For a normal 
Fermi liquid, <P is taken to be a Slater determinant construct
ed from products of plane wave orbital and spin functions3

,4 

<P = aUX eXP(ik;:r;)5;(m;)], (2) 

where a is the antisymmetrizer and 5; are spin functions. The 
RDF is defined in canonical ensemble in terms of tPF by 

N(N - 1)J-.J Qr3,,·QrNltPF 12 
p2gY(I,2) p2~(1,2) = (3) 

J-.J QrI···QrN ItPF 12 

Iwamoto and Yamada5 and others6-8 have used Eq. (1) 
to develop a cluster expansion method for calculating the 
distribution functions. In their methods, the cluster series 
was developed in terms of the boson distribution functions 
and was truncated at the third term involving three-body 
distribution functions. Since the antisymmetry ofEq. (1) was 
expressed in a straightforward permutations, the truncated 
series takes into account only low-order exchange cluster 
expansion. As Zabolitzky9 has recently shown, such expan
sion can lead to convergence only at low densities. At higher 
densities this series has been found to diverge. Though any 
finite order of permutation may not guarantee convergence 
of the series, it has, however, been argued that this approach 
can be made successful by considering large number of ex
change clusters.9

•
10 The more number of clusters are includ

ed, the better is the convergence. 
The other method, which has been developed recently 

using a Bijl-Jastrow form II of the wavefunction tPB' 

tPB = IT exp[!u2(i,j)] 
i<j 

= IT [1 + Fij] 1/
2

, (4) 
i<j 

involves the expansion of distribution function in terms of 
diagrams with F- andf-bonds, where Fij = exp[u2(i,j)] - 1 
and/(kFrij) is defined in Eq. (13) below. In this case, a dia
gram is a collection of circles (vertices) and F- andf-bonds 
connecting some pairs of circles. The/-bonds always connect 
circles in such a way that they form a closed loop or ring. 
There are two types of circles-black and white. The white 
circles are labelled, but the black circles are unlabelled. The 
value of a diagram is defined in terms of these functions and 
an integration over the positions, which can be assigned to 
each black circle. In what is popularly known as Fermi-hy
pemetted-chain (FHNC) approximation, the cluster series is 
summed by neglecting the terms, which correspond to ele
mentary diagrams E (1,2), where E (1,2) diagrams are both 
1,2-irreducible and free of bridge points. 12.13 By choosing 
two different subseries to be summed, two different FHNC 
methods were obtained: One was developed by Krotscheck 
and Ristig l4 (KR), and other was due to Fantoni and Ro
sati l5 (FR). Recently, Zabolitzky9 has used the FR-FHNC 
method to calculate the properties of liquid 3He and two 
model fermion liquids. He has found that this method gives 
good results for the ground state energy at low densities and 
short range correlation functions. For high densities andlor 
long range correlation functions, the results are not so good. 
Further, he has found that while the FR-FHNC gives rea
sonable values of gY(r) for small values of r, the KR-FHNC 
overestimates it. 

By partial summation in the FHNC method, one has 
tried to take into account the antisymmetry correctly, but 
the method as such is not expected to give good results, at 
least at high densities, because of certain approximations 
involved in the theory. Attempts have, however, been made 
to improve upon FHNC theory by evaluating the first few 
elementary diagrams appearing in the expansion and incor
porating them as a link in the chains generated by FHNC 
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procedure. This gives FHNC/4 approximation. The 
FHNC/4 approximation can, therefore, be regarded as a 
first step beyond the FHNC of a systematic procedure that 
eventually sums all diagrams. However, to go beyond the 
FHNC/4 approximation for Fermi liquid is extremely diffi
cult. Apart from this, the FHNC method has been developed 
using the Bijl-Jastrow type of wave function for tPB' which is 
approximate one. One may improve the result by using the 
exact wavefunction tPB' Thus we believe that a theory, which 
is developed using the exact boson wavefunction tPB and tak
ing the partial summations of the permutation expansion for 
antisymmetry, will be better than the FHNC or its improved 
form. 

In this paper, we develop a cluster expansion method 
for evaluating the RDF of the fermion system, in which the 
series is expressed in terms of the boson distribution func
tions and the permutation expansions or antisymmetry are 
partially summed. This approach differs from the FHNC 
method in selection of the subseries of diagrams to be 
summed in the permutation expansion for the anti symmetry 
and by expressing the series in terms of the boson distribu
tion functions. We use the grand canonical ensemble and 
functional differentiation technique to derive the results. 

In Sec. II, we give the basic theory for a fermion system. 
Section III is devoted to develop expansion at constant fuga
city z and obtain expansion of the I-particle Ursell and den
sity distribution function of fermion system in terms of 
graphs. The series obtained in Sec. III is reduced at constant 
density p by means of topological reduction technique in Sec. 
IV. Using Kirkwood's superposition approximation, 16 the 
series is expressed in terms of h ~-bonds, where h ~(i,j) 
= ~(i,j)-I is the pair correlation function of the boson sys

tem. The series is further reduced in Sec. V in terms of 
'tf (nl(r;, rj ), which is defined by Eq. (42). The expression for 
the RDF is reported there in terms of 'tf(nJ• Section VI is 
devoted to reducing the series in more compact form and to 
discuss the "modified" FHNC approximation. 

II. GENERAL FORMALISM 

We define the spin-averaged Slater sum for the fermion 
system as 

(5) 

where ~a indicates the summation over all spin (discrete) 
states and the constantA is the norm of the wavefunction tPP' 
Using (I), we can write (5) in the form 

w~ = W~W~, (6) 

where 

(7) 

is the square of the ground state wavefunction for the inter
acting boson system and 

(8) 

2505 J. Math. Phys., Vol. 24, No. 10, October 1983 

w ~ may be called as the spin-averaged sum of the noninter
acting Fermi gas of N particles. Using relation (8), we can 
obtain 

Wt(l) = I, 

Wf(1,2) = I + Uf(1,2), 

W~(1,2,3) = I + Uf(I,2) 

(9a) 

(9b) 

+ Uf(I,3) + Uf(2,3) + U~(1,2,3), (9c) 

W~(1,2, ... ,N) = I + I Uf(i,j) + I U~(i,j, k) 

+ IUf(i,j)U~(k, /) 

+ I U~(i,j, k, I) + ... , (9d) 

where 

Uf(1,2) = - (l/S)j2(kprd, (lOa) 

U~(1,2,3) = (2/S2)f(kprdf(kpr23)f(kpr3d, (lOb) 

U~(1,2,3,4) 

- (2IS3)[f(kprdf(kpr23)f(kpr34)f(kpr41) 

+ f(kprdf(kpr24)f(kpr43)f(kpr3d 

+ f(kpr13)f(kprdf(kpr24)f(kpr41)]' (lOc) 

for m >2 

U~(1,2, ... , m) 

and 

= (- S)I-m2If(kprdf(kpr23)"1(kprml)' (lOd) 

f(kpr) = ~ r dk exp(ik.r) 
(21T) p Jk.;;kF 

= 3 [sin(kpr) - (kpr)cos(kpr)]I(kprf. (11) 

Here kp = (6rp/S )1/
3 is the Fermi momentum at density p 

and the factor S gives the degeneracy of the system (S = 2 for 
paramagnetic state of 3He or neutron matter; S = 4 for nu
clear matter). 

In analogy to the grand partition function of classical 
statistical mechanics, 12 we define a generating functional 

sP = Nto ~! I-.J l[IZ(i)W~(1'2, ... ,N)l[1 Or; (12) 

for the distribution functions of the fermion system. The 
spin-averaged I-particle distribution function for the fer
mion system may be defined as 

P( 1 2 I) - p~' ~ 1 n l " ••. , =.:::. ~ 
N>/ (N -I)! 

where 

xI-.J ;:!X Z(i)W~(1'2,."'N);=~ I Or;. 

(13) 

z(i) = z exp[v(i)] 

z is the fugacity and vii) is a function related to the potential 
energy of a particle at r; due to external forces. 

The I-particle distribution function can also be obtained 
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from its relationship with the Ursell function l2 

nf(I.2 .... ,l) = I rrxJ((. i2 • •••• ip )' (14) 
1:.aPa= I 

where the sum ofthe products is carried out over all possible 
divisions of I particles with the condition that ~a Pa = I. 
The I-particle U rsell function is defined by a functional deri
vative oflnEX.12 

. J'lnE x 
xJ(I. 2 •...• /) = II Z(l) •• 

I<i<' fIl<i<,JZ(l) 
(15) 

Here X stands for F or B system. 
In the following section. we use these relations to obtain 

cluster expansion for the distribution functions. 

III. CLUSTER EXPANSION AT CONSTANT FUGACITY 

Substituting (6)-(10) in (12). we obtain the graphical ex
pansion of E F at constant fugacity in terms of the composite 
graphs. with/-bonds (represented by dashed line with arrow) 
connecting vertices to form closed loop and X! -polyhedron 
(represented by a vertex. solid line. shaded triangle ... for 
m = 1.2. 3 •...• respectively). Thus 

EF/EB = 1 + Irm(z). (16) 
m>2 

where r m (z) is a composite graph with m black vertices. no 
white vertices. somef-bonds connecting vertices to form at 
least one closed loop with X ~ -polyhedron (l.;;;a';;;m). each 
loop withp vertices is multiplied by a factor ( - S)I-p and 
each vertex is attached to at most one f-Ioop. and one X :
polyhedron. The closed loop mayor may not form around 
X ~. The orthogonality condition is not considered here. It 
will be considered later when we discuss correlation func
tions. 

Using Lemma 3 of Ref. 13. we obtain the graphical ex
pansion ofln EF; 

InE F = In EB + S(z). (17) 

where S (z) is sum of all distinct connected composite graphs 
(CCG) with no white vertices. somef-bonds forming closed 
loops. with X ~ -polyhedron (a;> 1). with the same restrictions 
and multiplying factor as in (16). 

Let r be a graph of (17). Then it can be shown using the 
formula 

JX:_ J!2 •...• n) 
z(l) Jz(I) = .r:(I. 2 •...• n) 

n 

+ I 8(I-ilx:_J!2 •...• n) (18) 
i=2 

that 

n Jnr 
IIz(i)---
;= 1 fI7= 1 Jz(i) 

2506 

= [sum of all distinct graphs obtained from r by 
changing n black vertices into white vertices labeled 
1.2 •...• n] 
+ [sum of all distinct graphs obtained by inserting at 

most n vertices labeled 1.2 •...• n]. (19) 
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?(,(1) ="1.81(1) + «-"-)0 + ~ f-"'-
1 - .. - 1 - ... -- + 1, --+-> 

,o" '~ ~-' " ~ ~ + + ,. \ + , \ + -----
6--.. __ 

1 1 1 - ... -

FIG. I. The first few graphs ofX ill): thef-bond is represented by a dashed 
line with arrow and X! by a vertex, solid line, shaded triangle ... for m = I, 
2,3, .... 

With the aid of (15). (17). and (19). and using the ortho
gonality condition. we obtain expansion of X f( 1.2 •... ,1 ) at 
constantz: 

xnl.2, ...• /)=X~(1.2 •...• I)+X~(1,2 •...• /). (20) 

where X ~(1.2 •... ,l) is sum of all distinct CCG with I white 
vertices labeled 1. 2 •...• I. respectively. some or no black 
vertices. some/-bonds forming closed loops. with X : -poly
hedron (a;> 1) of nonoverlapping set of vertices. each loop 
withp vertices (p;>2) is multiplied by a factor ( - S )I-P. and 
each black vertex is attached to anf-Ioop and X ~ -polyhe
dron (a;>2). The first few graphs for one- and two-particle 
Ursell functions are shown in Figs. 1 and 2. respectively. 
Using relation (14). we get 

ni(1. 2 •...• /) = n~(I. 2 • ...• /) + n~(I. 2 •...• /). (21) 

where n~(1.2 •... ,I) is sum of all distinct composite graphs 
(CG) and white vertices labeled 1.2 • ...• 1. respectively. some 
or no black vertices. somef-bonds forming closed loops. with 
X ~-polyhedron (a;> 1). with same restriction and multiply
ing factor as in (20). and each component contains at least 
one white vertex. 

From (21). evaluating the first few graphs. we may ob
tain expressions for nf{ 1) and nr (1.2) at constant fugacity z in 

~2(1,2)- 1I!'2(l,2) + ;C=::~ + (-~-> + J==> 
1 --to- 2 

:r~:> j\\ /\ + + + J , + ~ \ b-/ '...J 
1 2 1 2 

:F) '\ t '~ J ~ oJ \ 
+ + , \ + , ~ + 

. , 
I \ L_ .. _ -+-j, L_~ 

1 2 1 2 2 1 

rl r~~~l + " \ 

I _ .. j, + + + 

2 1 1 2 

+ + ------

FIG. 2. The first few graphsofxi(I,2); the symbols are the same as in Fig.!. 
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the first order ofjz: 

and 

nill) = nT(1) - (lIs)fn~(1,2)jZ(kFrd arz 

- (lI2S)f [n~(1,2,3) - n~(2,3)nT(I)] 
X j2(kF r23) ar2 ar3 + ... 

n~(1,2) = n~(1,2)[ 1 - (lIS)P(kFrd] 

- (2!S)fn~(I,2,3)P(kFrJ3)ar3 

- (lI2S)f [n~(1,2,3,4) - n~(I,2)n~(3,4)] 

(22) 

X jZ(kFr34) ar3 ar4 + .... (23) 

IV. EXPANSION OF CORRELATION FUNCTIONS AT 
CONSTANT DENSITY 

In this section, we obtain the expansion of correlation 
fucntions at constant density p . This may be obtained either 
by Taylor expansion or by topological reduction technique. 
Here we used topological reduction technique to obtain the 
result. Instead of using nf and X f, it is convenient to use the 
correlation functions, defined by the relations 12 

gf(l, 2, ... , l) = 
nf(I, 2, ... , I) 

for 1'.,2, (24) 
n[(I)n[(2) ... n[(/) , 

hf(I, 2, ... , l) = 
xf(I, 2, ... , l) 

for 1'.,2, (25) 
x x x I ' ndI)n1 (2)···nd ) 

h [(1) = In [xf(I)/z(I)] (26) 

and 

gf(l, 2) = 1 + hi(l, 2). (27) 

In order to obtain the cluster expansion of correlation 
fucntions at constant density p, we first express X : -faces of 
(20) in terms of h B-faces by using the relation (25) and then 
introduce a function s!, defined by 

h r( 1, 2, ... , l) = [sum of all distinct simply connected simple 
graphs, consisting of I white 1 vertices la
beled 1,2, ... , t, respectively, ands!-faces 
(2<m<l)], (28) 

giving 

h ~(l, 2) = ~(1, 2), 

h ~(1, 2,3) = ~(1, 2)s~(2, 3) + ~(1, 2)s~(I, 3) 

+ ~(l, 3~(2, 3) + s~(I, 2, 3), 

and soon. 
With the help of (25) and (28), we obtain from (20) 

X ~(1, 2) = nf(l)ni/2)h ~(1, 2) 

= nT(I)nT(2)h ~(1, 2) + Ef(l, 2), (29) 

where Ef(I,2) is sum ofCCG with two white nT-vertices 
labeled 1, 2, respectively, some or no black nT -vertices, some 
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or nos!-faces (m.,2), somef-bonds forming closed loops, 
with the same restriction and multiplying factor as in (20). 
Ef(l,2) has been obtained by transforming X r of the left
hand side ofEq. (20) into S!, using Eqs. (25) and (28). Now it 
is desirable to transform the nT-expansion ofr f(1,2) into the 
nf -expansion. This is done by using topological reduction. 
Every graph G in the set of Eq. (29) contains a maximal 1-
irreducible graph Gm defined as the largest subgraph of G, 
which contains all the white circles but contains no articula
tion circles. For example, 

--
It is clear that a set of graphs on the right-hand side of Eq. 
(29) can be obtained by starting with Gm and replacing each 
black vertex of G m by some graph r a of the expansion of 
nf (1) shown in Fig. 1. The replacement can always be done so 
that the graph ra is attached to Gm by the white vertex of 
r a' which is first stripped of its label and blackened. From 
this (see, for example, Lemma 4 of Ref. 13), we obtain the 
expression for the pair correlation function h ~(l,2) at con
stant density: 

pZh ~(1,2) =p2h ~(1,2) + sf(I,2), (30) 

where sf(I,2) is sum ofCCG with two whitep vertices la
beled 1,2, respectively, some or no blackp vertices, some or 
no s! -faces (m > 2), some f-bonds forming closed loops, with 
the same restriction and multiplying factor as in (20), no 
articulation vertices, and no articulation pair vertices. Here 
nf(l) = nf(2) = ... = p, and we use the conventional graphi
cal terminology. 12,13 

Equation (30) gives a graph theoretic recipe for the gen
eral term in the expansion of the pair correlation function in 
terms of the exchange functionjat the constant density p. 
Evaluating the first few graphs of (30), we obtain the expres
sion for ~(I,2) in the first order ofj2: 

~(1,2) =~(1,2)[ 1 - (lIS)jZ(kFrd] 

- (2!S) p f [rl(I,2,3) - ~(I,2Jg11(I,3)] 

X p(kF rJ3 ) ar3 

- (lI2S)pZf [g!I(I,2,3,4) - 2~(1,2lrl(I,3,4) 

+ ~(I,2Jg11(3,4)] jZ(kFr34) ar3 ar4 + .... (31) 

If we evaluate a few different sets of graphs of (30), we get 

~(I,2) =~(I,2)[1- lISjZ(kFrd] 

- (2!S)p f [~(I,2,3) - ~(1,2~(1,3)] 

X p(kFrJ3) ar3 + (2,oISZ)j(kFrdf ~(1,2,3) 

(32) 

S. K. Sinha and Y. Singh 2507 



                                                                                                                                    

Evaluating more graphs, one can obtain the higher-order 
exchange terms. Exact evaluation of the integrals appearing 
in (31) and (32) is not possible, because the values of correla
tion functions rl(I,2,3), g!l(1,2,3,4), ... are not known. Such 
integrals may be evaluated by using superposition approxi
mation. 16 Under superposition approximation, Eq. (32) re
duces to an Aviles-Harton-Tolhock (AHT) expression.7,s 

In order to sum the series of (30), we express 
s! (1,2, ... ,m) in terms of h ~(i,j) by using the superposition 
approximation and write 

s! (1,2, ... ,m) = [sum of all distinct simply connected simple 
graphs, consisting of m white 1 vertices, la
beled 1,2, ... , m, respectively, and h ~-bonds, 
such that each vertex is attached to at least 
two h ~-bonds]. (33) 

For example, 

sW, 2, 3) = h ~(1, 2)h ~(l, 3)h ~(2, 3). 

The consistency ofEq. (33) with Eq. (28) can be demonstrat
ed by expanding h f(I,2, ... ,l) in terms of h f(i,j) by using the 
superposition approximation. When (33) is substituted in 
(30), we obtain the cluster series for the RDF of the fermion 
system in terms of h f -bonds: 

~(l, 2) =gf(l, 2) + 'spA(I, 2), (34) 

where 'spA(I,2) is the sum ofCCG with 1 vertices labeled 1, 
2, respectively, some or no blackp vertices, some or no h f
bond between any two vertices, at most one h ~ -bond, somef
bonds forming a closed loop, each loop with p vertices is 
multiplied by a factor ( - s) I - P, each black vertex is attached 
to anf-Ioop and at least one h ~-bond, at least onef-Ioop, no 
articulation vertices, and no articulation pair vertices. Some 
graphs of the RDF are shown in Fig. 3, where the white and 
black vertices have the vertex function unity and p, respec
tively. Here the h ~-bondis represented by a solid lineandgf
bond by a curly line. 

This method can be extended to obtain the cluster ex
pansions of the higher-body distribution functions, but we 
do not pursue this further in this paper. In the following 
sections, we develop a method for -summing the series. 

~ F ~(1,2) + ~ 
, '\ 

92(1.2) + ~ ~ 
'\ \ 

" I 

1 2 

~ ~ ~ ~ ~ + <I 't + I l + / \ I \ 
" 

1 2 1 - ......... 2 2 - .... /1 

~ zj / \ 

~ + .. ~ + ' '" + -I 'I 
I , . \ I \ 

1 ~- '2 2' - .... ; 1 1 - .... /~ 

~' + ~ 't 
I I 

2 .... - 1 

+ - -----

FIG. 3. The first few graphs of i,'( 1.2): thef-bond is represented by a dashed 
line with arrow. h ~ and gf. respectively. by the solid line and the curly line: 
white and black vertices have the vertex function I and p. respectively. 
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V. EFFECTIVE TWO-BODY EXCHANGE FACTOR AND 
THE SUMMATION OF SERIES 

The expression for the RDF of the fermion system can 
be expressed in terms of a function, which is obtained by 
summing all the chains (graphs consisting of only one path of 
f-bonds superimposed or not on h ~ -bonds joining the white 
vertices 1 and 2) appearing in (34). Such types of graphs with 
two or moref-bonds superimposed on an h f-bond can be 
constructed by insertingf-bonds in all possible ways at the 
end or in the middle of the chains. If C(J °v I' r 2) be the sum of 
the terms corresponding to all such graphs, then '6'°VI' r2 ) 

can be redefined as 

'6'0(1\, r 2) = f(kFrd [1 - h f(1\, r 2)] + B VI' r2)' (35) 

where 

(p2/S2)B (1'l>r2) = [sum of chains of one or moreJ-bondscon
nectingtwowhite( - piS ) vertices super
posing h ~ -bonds in all possible ways such 
that each black vertex is connected with 
at least one h f -bond, each black vertex 
has a vertex function ( - piS)]. (36) 

We can write the series as 
00 

(p2/S2)BVI' r 2) = (p2IS2) L Blm)V!> r 2) (37) 
m=1 

whereB Im)V!> r2 ) is the sum of all such chains with mf-bonds 
superposed on h f-bonds (Le., m, ''fh f-" bonds). These 
graphs with m = 1 and 2 are shown in Figs. 4(a) and 4(b), 
respectively. These chains can be expressed in a more com
pact form, introducing a function defined by 

F(rl' r2) = - (pIS)8VI - r 2) + (- pIS)2J(kFr 12), (38) 

tf'_ ....... ..,., + ,{'--. ....... - .... -0 

1 2 1 2 

+ ,.--+ 

tS' ... - .... ¥- .. -~ + tS'-""¥-~-__ "--v 
1 2 1 2 

+ <>--.. 
1 

+ 

+ 

+ 

+ 

-- .... 1 

...... - ... 
1 

o--~-

1 

FIG. 4. Simple chains representing (a~ (p2 IS 2)B (11(1',. '2)' 
(b) (p2IS2~B(2)(1'" '2~; the symbols are the same as in Fig. 3. 

.. ...--"-..", 
2 
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where [j is the Dirac delta function. Frrl' 1'2) is represented 
graphically by a large circle surrounded by two white or 
black circles corresponding to the coordinates ri and 1'j • 

Then we can express B 1m) for n = 1 and 2: 

(p2/S 2)B(l)rrl'1'2) = ~ 

= J F(rl' xd[(kF x I2 ) 

Xh ~(XI' x2)F(x2, 1'2) dx 1dx2, (39a) 

= J Frrl' xl)[(kF x I2)h ~(XI' X2)F(X2, x 3 ) 

X [(kF x 34)h ~(X3' x 4 )F(x4 , r2) 

xdx 1dx2dx3dx4 • (39b) 

With the help of above definitions, Eq. (37) can be summed 
using a Fourier transform giving 

(p2/S2)B(r) = _1_Jdk eik.r[ F2(k)ifJ (k)], (40) 
(21Tf 1 - F(k)ifJ (k) 

where F (k ) and ifJ (k ) are the Fourier transforms of F (r) and 
ifJ (r) f(kFr)h ~(r), i.e., 

F(k) = f Oreik.rF(r) 

= [1 + Jl( -piS), 

ifJ (k) = J Or e - ik''l(kFr)h ~(r), 

J=(-PIS)J Ore-ilc:'l(kFr) 

= - () (kF - k ). 

(41a) 

(41b) 

(41c) 

() is the unit step function. From (35) and (40), we obtain 

C(f°er r) - 1 fdk 
If I' 2 - (21Tf( _ piS) 

x[J(1 +.B)f.B2(~ +J)]e- ik.r", (42) 
1-{:1(1 +[) 

where.B = ( - plS)ifJ (k ). 
The link C(f0 is used to express the RDF of the fermion 

system. This is obtained by replacingf-bond by <;1°-bond in 
(34). We can repeat the process of summing the chain graphs, 
except that the basic link in each chain is not[but <;1111 - I) to 
obtain the new link <;1(11). Thus C(flll)rrl, 1'2) is expressed by (42) 
using <;1111 - I) in place off 

Evaluating graphs in terms of <;1(11), (34) can be written 
as 

~III)(I, 2) =~(l, 2)[~III)(I, 2) + m~3 ~~III)(I, 2)]. (43) 

The sUbscript m indicates the m-body contribution to the 
RDF. In the first order, the RDF for the fermion system is 
approximated to 

2509 J. Math. Phys., Vol. 24, No. 10, October 1983 

81'lll)(r) = ~(r)gf-III)(r), 
where 

b1ln )(r) = [1 - (lIS)<;1ln)'(r)] 

(44) 

(45) 

and rl(r) is the RDF arising from "'0' The analytic expres
sion of the three-body contribution ~~III)(r) may be obtained 
from (34); 

~~III)(l, 2) = - (2pIS)J rl(I,3)h ~(2,3)<;1111)'(1,3) Or3 

+ (2pIS)<;1I 11)(1,2)J [rl(I,3jrl(2,3) - 1] 

C(f ln)(2, 3)<;1111)(3, 1) Or
3

• (46) 

Evaluating further classes of graphs, one can obtain expres
sions for ~~III)(r), ~gt-In)(r), .... If C(fln)(r) is approximated to 
[(kFr), Eq. (43) gives the Iwamoto-Yamada5 (IY) expansion 
for the RDF of the Fermi system. 

VI. "MODIFIED" FHNC APPROXIMATION 

We now define 

yi"l(j,j) = - (lIS)C(f lll)'rro 1'
j

) dGo/llomolj' (47) 

Since the two-particle exchange factor is expressed by ( - 11 
S )j2(kF r ij)' one may call the function yinl(ij) the effective two
particle exchange [actor. 

Using (47), (43) can be written as 

~(1,2) =~(1,2) +X(I,2). (48) 

Here~(1,2) is the RDF of the fermion system expressed in 
terms of yi"): 

~(1,2) = rl(I,2) + '?A(I,2), (49) 

where .?A(1,2) is the sum ofCCG with two white 1 vertices 
labeled 1,2, respectively, some or no blackp vertices, some 
yin)-bonds, some or no h ~-bonds, each black vertex, which is 
attached to an yi"tbond (superimposed or not an h ~ -bond) is 
attached to an h ~ -bond, no vertex is attached to more than 
one yi"tbond, no articulation vertices and no articulation 
pair vertices. WhileX(1,2) belongs to 2'A(I,2) with three or 
more C(fln)-bonds forming a loop. Some graphs of this type 
are shown in Fig. 5. 

We now sum up aU the "chain" terms, appearing in (49), 
namely, those associated with the graphs, which consist of 
only one path oflines joining the white vertices 1 and 2. The 
graphs of this type consist of alternate h ~ -bond and yi")
bond: the yi")-bond may be superimposed or not on an h~
bond. These chain graphs may consist of 

(a) h ~-bonds at the two extremities, 
(b) One h ~ -bond and one yintbond superimposed onrl

bond as extreme lines, 

t ~. t '11·"" \ \ , " I 

FIG. 5. Some graphs of the X(l,2) type. 
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IF! IF tj 
, 2 , 2 

(a) 

A IN 
, 2 1 2 

(b) 

I 

lflJ u , 
(e) 

I!\ 
(d) 

FIG. 6. (a) Chains with h : -bonds at the two extremities; (b) chains with one 
h :-bond and one rnlh :-bond (rnl-bond superimposed on i,'-bond) at the 
two elitremities; (c) chains with rnlglB I-bonds at the two extremities; (d) 
propagator. 

(c) yntbonds superimposed on ~-bonds (i.e., yn)~_ 
bonds) at the two extremities. 

These graphs can be constructed by repeatedly insert
ing the "propagator" consisting of graphs of Fig. 6(d) in 
place of the black points [labeled I in Figs. 6(a,b,c)]. The few 
graphs ofthese series are shown in Fig. 6(a,b,c). 

The contributions of the terms corresponding to the 
chain graphs of these three types are 

Gin) (1 2) = _1_ Jdk [ h 2~ ]e - ik.r", (50) 
hh' (21Tfp 1 - hii 

Gln)(12)=_1_Jdk[ hii_ ]e- ik.r", (51) 
hr' (21Tfp 1 - hii 

Gln)(12)=_1_Jdk[ hii~ ]e- ik.r", (52) 
rr' (21T)3p 1 - hii 

where 

h = p f dfh f(r)e ik.r, (53a) 

ii = P f Qrr"l(r) [1 + h ~(r)] eik
.
r
. (53b) 

In the chain approximation, the RDF of the Fermi sys
tem is obtained from (49) as 

~(1,2) = ~(1,2H [1 + ynl(I,2)] [1 + G~~(1,2)] 
+ 2G~~(1,2) + G~(1,2)j. (54) 

Having G ~~, G ~1, and G ~~, we can construct compos
ite chain graphs by connecting the white vertices 1 and 2 by 
two or more single chains, as in Fig. 7. The contribution of 
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FIG. 7. Composite chain graphs. 

any composite chain graphs is a product of contributions 
from single chain. 

We now sum all graphs in which the white vertices 1 
and 2 are connected by any number of chains of the types 
shown in Fig. 7. The sum of all these graphs is given by 

L In)(1,2) = L \"1(1,2) + L ~n)(l,2) + L ~n)(1,2) + L ~nl(l,2), 
(55) 

where 

L \n)(1,2) = ynl(I,2) + [1 + ynl(l,2)]G~~(1,2) 
+ 2G~1(1,2) + G~(1,2) (56) 

L ~n)(l,2) = [1 + y"I(l,2) 11 exp [G ~~ (1,2)] 

- G~~(1,2) - 1 I. (57) 

L ~nl(l,2) = [2G~1(1,2) + G~(1,2)] 
Xlexp[G~~(1,2)] -11. (58) 

L~nl(I,2) = G~12(1,2)exp[G~~(1,2)]. (59) 

Thus, we find 

L In)(1,2) = [1 + ynl(I,2) + G ~(1,2) + 2G ~ni(I,2) 

+ G~12(l,2)]exp[G~W,2)] - 1. (60) 

We next construct chains from more complicated link 
L Inl(i,j). The new set of single chain graphs is obtained by 
replacing ynl by L Inl in Fig. 6. So the contributions of these 
single chain graphs can be given by (50)-(52) provided ynl is 
replaced by L Inl in (53b). The composite chain graphs are 
made from the new single chain graphs. Putting G~~, G~~, 
and G ~~ thus obtained in (60) gives the link L Inl to be used in 
constructing still more complicated chains. 

In this approximation, which we may term the "modi-

~ 
, 2 

FIG. 8. Elementary graphs. 
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fled" FHNC approximation, the graphs with open structure 
such as chain graphs are included in the summation. The 
graphs with a very compact structure, such as those shown 
in Fig. 8, are left out from the summation. The other class of 
graphs, which have not been included here, are those belong
ing to the category X (1,2) [see Eq. (48)]. It is, however, possi
ble at least in principle, to include some of these graphs. In a 
future publication we plan to explore this and to evaluate the 
RDF for some fermion systems. 
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Derivation of the generalized Langevin equation by a method of recurrence 
relations 
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The generalized Langevin equation was first derived by Mori using the Gram-Schmidt 
orthogonalization process. This equation can also be derived by a method of recurrence relations. 
For a physical space commonly used in statistical mechanics, the recurrence relations are simple 
and they lead directly to the Langevin equation. The Langevin equation is shown to be composed 
of one homogeneous and one inhomogeneous equation. 

PACS numbers: 05.40. + j, 05.60. + w 

I. INTRODUCTION 

The generalized Langevin equation (GLE) is an exact 
equation of motion. It was first derived and formally solved 
by Mori using a projection operator technique 1 which turns 
out to be a formal version of the Gram-Schmidt orthogona
lization process. Because the Gram-Schmidt process is a 
general method of orthogonalization, it is unwieldy when 
applied to some specific infinite-dimensional Hilbert spaces. 
Thus the work of Mori, although very remarkable an 
achievement, seems highly formal. It was recently shown2 

that since the GLE is equivalent to the Liouville equation 
(hence the Heisenberg equation of motion), one can obtain 
formal solutions for time evolution by solving the Liouville 
equation directly instead of the GLE. 

The alternative way of obtaining the formal solutions 
was spurred by the recognition that the Hilbert space in 
which statistical problems are considered is a realization of 
abstract Hilbert space. For such a realized space there is a 
simplifying orthogonalization process via recurrence rela
tions. 3 It was found that the recurrence relations represent 
formal solutions for time evolution in this space. Also, they 
contain other details not previously seen by the approach of 
theGLE. 

Although the GLE and Liouville equation are equiva
lent, the former is still physically the more interesting. Be
cause of its close and deep connection to the classical Lange
vin equation,4 the G LE can provide considerable insight into 
dynamical problems. Hence it is advantageous sometimes to 
view a physical problem of interest through the GLE. For 
this reason it seems useful to derive the GLE via recurrence 
relations. 

II. RECURRENCE RELATIONS 

Let A = A (t = 0) be a dynamical variable in Y. For 
simplicity we assume A to be Hermitian. The time evolution 
of A is governed by the Liouville equation 

dA (t )ldt = iLA (t), ( 1) 

where LA = [H,A ] and H is the Hamiltonian ofthe system. 
We further assume that the space Y is a realization of ab
stract Hilbert space, defined by the inner product, 

(2) 

where X, YC Y, f3 is the inverse temperature f3 = 1/kT, 
X (A ) = exp(,1H) X exp( - ,1H), and (XY) is an ensemble 
average defined by (XY) = Tr(e- f3HXY)/Tr(e- t1H

). It was 
shown that the solution for A (t ) in Y may then be given as 

A (t) = I av(t)lv, (3) 
v=o 

where [av(t ) J are a set of time-dependent real functions. 2 

Also [Iv J are a set of orthogonalized basis vectors which 
span Y and satisfy the recurrence relation (RR), 

/" + 1 = i" +.1 v Iv _ I , v>O, (4) 

wherei,. =iLlv'.1v = (fv,fv)l(fv-I,fv-I),f-I O,and 
.10 1.3 The above three-term RR will be referred to as the 
RRI. It has one arbitrary initial choice among [Iv J, Given 
this choice, the rest is allowed no more freedom by the RRI. 
Ifwe choose/o = A, the boundary condition requires that 
ao(O) = I and av (0) = 0, v> 1. Then ao(t ) represents the relax
ation function oflinear response theory. I Now since (3) must 
satisfy (1), (4) yields a recurrence relation for [a,,(t) J: 

.1v+ lav+ I (t) = - a,,(t) + a,,_ I (t), v>O, (5) 

where a,,(t) = da,,(t )ldt and a_l(t )-0. The above RR will 
be referred to as the RRII. It will be seen that the RRII leads 
directly to the G LE. 

III. THE GENERALIZED LANGEVIN EQUATION 

We apply the Laplace Transform L'T on the RRII to 
obtain 

1 = zao(z) + .1 la I (z), (6a) 

av_l(z)=zav(z)+.1,,+lav+I(Z), v>l, (6b) 

whereav(z) = Y[ av(t)]. To derive the GLE from the above 
two equations, we introduce two quantities ifJ and bv , defined 
entirely in terms of av : 

cP (z) = .1 la I (z)/ ao(z), 

bv(z) = av(z)lao(z), v> 1. 

Then, from (6a) and (7), 

1/ ao(z) = z + cP (z), 

and from (8) and (9), 

bv(z) = (z + cP (z))av(z). 

(7) 

(8) 

(9) 

(10) 

By applying the inverse Laplace Transform y- I on (9), we 
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obtain, recalling ao(t = 0) = 1, 

ao(t) + i'dt' rP (t - t ')ao(t ') = 0, (11) 

whererP (t) = y-l[rP (z)]. Hence similarly, we have, recalling 
av (t = 0) = 0 for v;;. 1, 

av(t) + i'dt' rP (t - t ')av(t ') = bv(t), (12) 

where bv(t) = y-I [bv(z)]. We now multiply (11) by 10 and 
(12) by lv, v;;. 1, and then combine the two equations. With 
the definition (3), we obtain 

A (t) + i'dt' rP (t - t ')A (t ') = J[ t J, 

where we define 

J[t]=/I[t]= Ibv(t)lv' 
v=1 

(13) 

(14) 

If/[t] indeed is the random force, the above expression (13) is 
precisely the GLE.I It is interesting to note that the GLE 
consists of two types of equations, one homogeneous and the 
other inhomogeneous, reflecting (6a) and (6b). In analogy to 
the role of ao(t ) with respect to A (t ), the memory function rP 
may be termed the relaxation function of the random force. 

Also, from (S) we obtain 

av(t) = i'dt' ao(t - t ')bv(t '), v;;. 1. (15) 

Hence it follows that 

A (t) = ao(t)A + i'dt' ao(t - t ')J[t 'J, (16) 

where A = 10' The second term of (16), often called the non
secular part, is orthogonal to the first term, the secular part, 
for t> 0 owing to (14).5 

IV. THE RANDOM FORCE 

The necessary condition for/[t ] being the random force 
is that (f[t],A ) = 0 for t;;'O, where A =10' The sufficient con
dition is that/[t ] lies in the largest linear manifold of Y. Let 
Y v be the vth linear manifold of Y =Y 0' spanned by 
1 I",f., + I , ... J. Also we definelv [t ] = ~y' ~ va,! (V)(t )Iv' so 
that /.. [t ] C Y". For example, 

lo[t] = I ay(t )/.. =A (t), 
\,=0 

II [t] = I by(t )/.. = J[t J, 
v=1 

12[t] = I C,.(t)/'., 
v=2 

etc., where we have put av (0) = av, v;;.o; a" (I) = by, v;;. 1; 
a" (2) = Cv' v;;'2; etc. Then, (i) Yo:)Y I:)Y 2'" but 
Yoq Y I q Y 2''', (ii)lv lY I" if v </.l, (iii)lv [t ] C Y I" if and 
only if v;;'/.l. Now, considering/l[t], we have (fl[t ]'/0) = 0 
and/olY I' Also/l [t] qY v ifv> 1, but/l[t]cY I' which is 
the largest linear manifold of Y, i.e., Y 11/0 only. By extend
ing this argument, it is easy to generalize that/" [t ] is the 
random force for Iv _ I [t ], v;;. 1. 

One can arrive at the same conclusion somewhat less 
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formally by the following route: From (S), we have 

bl(z) = a I (z)/ao(z), 

b,,(z)lbv _ 1 (z) = a,,(z)/av_ 1 (z), v;;. 2. 

Hence with (6b), 

bl(z) = [z + .::1 2b2(z)lb l(z)] -I, 

bv(z)lbv_ dz) = [z + .::1,,+ I bv+ dz)lbv(z)] -I, 

Combining the two, we obtain 

bl(z) = liz + .::12/Z + .::13/Z + ... 
(continued fraction). 

Thus 

bl = aoO.::1v J-I.::1 v + I l), v;;' 1. 

We can generalize it as 

(17a) 

(17b) 

(ISa) 

v;;. 2. 
(ISb) 

(19) 

(20) 

bv = av_ I ((.::1v,.::1v+ I ,. .. )-(.::1,,+ I ,.::1 v + 2 , ... )), v;;. 1. 
(21) 

Now, since 1.::1 v l represents a set oflengths of the vectors 
spanning a linear manifold of Y'/I [t ] is in a linear manifold 
spanned by all but/o. Hence it is orthogonal tolo and belongs 
to the largest linear manifold of Y. 

Finally, one can obtain the GLE for a dynamical vari
able in any linear manifold of Y. Since I" [t ] C Y v' 

Iv+ I [t] cYv+ I' andlvlY v+ I> we have, for v;;'O, 

iv [t] + i'dt' rPv+ dt - t ')Iv [t '] = Iv+ I [t J, (22) 

where 

rPv(t) = (fv'/v[t])/(fv-I'/v-d, v;;. 1, (23) 

with rPl = rP· The solution forlv [t ] is obtained by generaliz
ing (16): 

Iv [t ] = av (vl(t lfv + i'dt' av (Vl(t - t 'lfv + I [t '], (24) 

where avo (vI(t) = y-I [a v' (VI(z)] , v';;.v, and 

av (o1(Z) = av(z), v;;.O; a" (I)(z) = b,,(z) = a,,(z)/ao(z), 

v;;. 1; av
l2l(z) = cv(z) = b,,(z)lbl(a) = a,,(z)lal(z), v;;. 2; etc. 

V. DISCUSSION 

We have seen that the RRII leads directly to the GLE. 
The two, however, are not entirely equivalent. The RRII 
gives a relationship between the components of the dynami
cal variable and its random force. Hence this relationship is 
"microscopic." The GLE is a gross or total relationship 
between the two physical quantities. The microscopic detail 
contained in the RRII, in fact, shows that the GLE is com
posed of two types of equations. It also gives a precise mean
ing to the random force. 

The RRII represents a realization of an abstract Hilbert 
space. Hence it contains information about a particular 
space in which a given physical problem is considered. For 
example, its structure denotes what functions are admissible 
or inadmissible as solutions for a,.(t). In addition, given ao(t), 
the RRII yields all other com ponen ts of A (t ). [See the Appen
dix for an illustration.] 

The inequivalence between the RRII and the GLE 
stems from the very nature of orthogonalization. The G LE is 
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obtained by the Gram-Schmidt process. Hence it is general 
and not specific. The approach via the RR is specific and not 
general. The advantage of one approach over the other ulti
mately rests on whether one's space is realized or remains 
abstract. 
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APPENDIX A: FORCE CORRELATION FUNCTION 

We consider the time integral of the force correlation 
function 6 

1= L'" dt (A,A (t ))I(A,A ), (AI) 

where A = A (t = 0). From (3) and (5), we have A =/1 since 
av(O) = 0 if v> I and al(O) = ao(O) = 1. Hence 

1= L'" dt ([I,nt ))1([1 , iI) = L'" dt al(t) 

(A2) 

The last step follows from the RRII. Thus if the slope of ao(t) 
vanishes at t == 00, I = O. 

We consider a few examples: (I) If ao(t ) = exp( - xt 2), 
where X is some positive constant, then I = O. This is real
izedin the spin vanderWaals modef with A = S", whereS" 
is the x-component of the total spin operator. (2) If 
ao(t) = Jo(pt), where f.1- is a constant, jo(t) = - JI(t) goes to 
zero as t-oo (although very slowly) and I = O. This is real
ized in the ideal electron gas in two dimensions at T = 0. 8 

Here Jo and J I are the Bessel functions of orders 0 and I, 
respectively. (3) If ao(t) = cos UJot,l #0. Thisis realized in the 
high-frequency limit of a variety of cooperative models in-
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eluding the 3d XY model9 and also in noncooperative models 
such as single-spin models. 10 

We next consider the time integral of the random cur
rent 

(A3) 

From the definition of the random force (see Sec. IV) and the 
orthogonality of I Iv J, we have 

J = L'" dt bl(t). (A4) 

Also using (13), the above can be expressed as 

J = I + f" dt Ldt' ¢J (t - t ')al(t '). (A5) 

Clearly the two quantities J and I are very different. Even if 
1= 0, J need not vanish. The expression (A3) may be recog
nized as the zero-frequency limit ofthe Kubo conductivity. II 

'H. Mori, Prog. Theor. Phys. 33, 423 (1965); 34, 399 (1965). Also see S. 
Nordholm and R. Zwanzig, 1. Stat. Phys. 13, 347 (1975). 

2M. H. Lee, Phys. Rev. B 26,2547 (1982). 
3M. H. Lee, Phys. Rev. Lett. 49,1072 (1982). 
4R. F. Fox, Phys. Rep. 48,180 (1978). 
'The RRI was apparently first derived by M. Dupuis [Prog. Theor. Phys. 
37, 502 (1967)]' Dupuis, however, presupposed that Qo(z) is a continued 
fraction, known from Mori (Ref. 1). Then utilizing the connection between 
continued fractions and series expansions established by the theory of the 
problem of moments, he obtained a recurrence relation for! Iv I, which 
becomes the RRI upon realizing an abstract Hilbert space. This derivation 
is circuitous. It depends on the assumption that Qo(z) is a continued frac
tion. In Ref. 3, we have shown that the RRI is a simple property of an 
abstract Hilbert space realized by (2). That Qo(z) is a continued fraction, i.e., 
the RRII, is a consequence, not the cause, of the RRI. 

6R. Kubo, Rep. Prog. Phys. 27, 255 (1966). See esp. Eq. 8.10. 
7R. Dekeyser and M. H. Lee, Phys. Rev. B 19, 265 (1979). Also see Ref. 2. 
8M. H. Lee and 1. Hong, Phys. Rev. Lett. 48, 634 (1982). 
9M. H. Lee, Phys. Rev. B 8,3290 (1973). 
10M. H. Lee, Can. 1. Phys. 61, 428 (1983). 
"See. Eq. 11.41 of Ref. 6. Also see Ref. 8. 
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Recently Weinhold described a natural metric on the state space of an equilibrium 
thermodynamic system. We describe the coordinate transformations which preserve both the first 
law of thermodynamics and this metric. 

PACS numbers: 05.70. - a, 02.20. + b 

I. INTRODUCTION 

We consider an n degree offreedom thermodynamic 
system whose extensive variables are x I"'" x n , and conjugate 
intensities are aE lax; = y;, where E is the internal energy. 
Weinhold 1 pointed out that the second derivative matrix 

[ 
a2E ] 

ax; aXj = [7]ij] = 7], (1 ) 

being symmetric and positive definite, may be used to define 
a metric structure on the set of equilibrium states of a ther
modynamic system. Distances measured by 7] have been in
terpreted as changes of velocities characteristic of the type of 
path. 2

•
3 He examined the group of coordinate transforma

tions in the state space of X = (x I,. .. ,xn) which preserved 7], 

and found that this group was isomorphic to GI(n), the group 
of all invertible linear transformations. Hermann4 pointed 
out that a fuller view of the mathematical structure of equi
librium thermodynamics may be found in phase-energy 
space (X, Y,E) = (x 1""'Xn, YI, ... ,Yn' E). Below, we solve the 
problem of finding the group of coordinate transformations 
in phase-energy space which preserve 7]. 

Following Hermann, we identify the state space of an n
degree of freedom thermodynamic system with a surface of 
maximal dimension in phase-energy space which is a solu
tion of the Pfaffian equation 

n 

W = dE - Iy; dx; = 0 (2) 
i= I 

expressing the first law of thermodynamics, where w is the 
differential form defined by (2). The general theory3 states 
that this will be an n-dimensional surface, which may be 
coordinatized by XI"" ,x n' When E is restricted to such a 
surface, it becomes a function of x\) ... ,xn alone. The most 
natural condition is the invariance of the first law. We will 
call coordinates ( U, V,P ) admissible provided 

dE - iy; dx; = 0 iff dP - i V; du; = O. 
i= I i=] 

(3) 

This condition is equivalent to 

(4) 

for some function a. An obvious stronger requirement is (4) 
with a = 1. If this is satisfied, we say that the form of the first 
law is preserved. Such transformations are called contact 
transformations,4 and they form an infinite-dimensional 
group. 

We will also require the invariance ofthe Weinhold 
metric 

n 

7] = Idy; dx;, 
;= I 

(5) 

where we used the same symbol 7] for this differentiaI2-form, 
since when 7] is restricted to a maximal surface, its matrix 
relative to the coordinates (x I,. .. ,xn) is given by (1). We can 
see this as follows. In such a maximal surface dE = 1:7= 1 

X (aE lax; Jdx;. Since w = 0 on the surface we have 
dE = 1:7= IY; dx;. Since dx; are independent on a maximal 
surfacey; = aE lax;. Thus 

(6) 

which gives the result. There are two important things to 
note here. The first is that a2E lax; aXj is only defined on a 
maximal surface and not on phase-energy space (E and x; are 
independent coordinates on phase-energy space and thus 
'a2E lax; aXj = 0 in this setting). Since there are many maxi
mal surfaces going through one point, it is not even clear that 
the a2 E lax; 8xj defined using one surface will be consistent 
with the metric defined using another surface. However, all 
these metrics are consistent because they agree with 7] which 
is defined on all of phase-energy space. We assume that 7] in 
(5) is the fundamental object, but caution the reader that 7] is 
not the only metric whose restriction gives a2E lax; aXj on 
each maximal surface. A quadratic form 7]1 will have this 
restriction on each maximal surface if and only ifit is of the 
form 

7] 1 = 7] + w(}, (7) 

where () is an arbitrary I-form. Thus there are (2n + 1) free 
functions in the general metric that extends a2 E I ax ax· to , J 

phase-energy space. Among these metrics, the choice with 
() = 0 seems the most natural. The only thing that is clear 
about the problem with general () is that its solution is way 
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beyond the techniques presented in this paper. Note that 
since () has been fixed, the requirement of the invariance of 1] 

is a stronger requirement than the invariance of a2 E lax i aXj 

alone. 
The invariance of 1] amounts to the condition 

n n 

IdYi dXi = Idvi dui· (8) 
i= 1 i= I 

We find two types of transformations that leaveUl and 1] 

invariant. The first consists of transformations that are anal
ogous to translations. They are of the form 

F(X,Y,E) = (X + b,Y + d,E + d·X + e), (9) 

where b, dE R nand eER. These pseudotranslations do not 
commute like real Euclidean translations, but they do form a 
group isomorphic to the n-dimensional Heisenberg group 
(Hn), a group6.7 which is very close in structure to R n. The 
second type of transformations are analogous to rotations. 
They fix the origin and are linear. Their matrices are of the 
form 

o 
(At)-I 

o 
(10) 

where A is any invertible n X n matrix. Thus these transfor
mations form a group that is isomorphic to Gl(n). Just as the 
Euclidean group is the semidirect product of the rotations 
with the translations, we find the group of all transforma
tions that fix UI and 1] is isomorphic to a semi direct product of 
Gl(n) with Hn. Thus the structure of this group is similar to 
the structure of the transformation group on R n that leaves 
the standard Euclidean metric invariant. 

In Sec. III we described those transformations which 
multiply UI and 1] by some constant factor. This allows more 
transformations. It is natural to allow the multiplication of UI 

by an arbitrary function as we described in the beginning of 
this chapter. However, a long and tedious computation us
ing the ideas of Sec. II may be used to show that if a transfor
mation fixes 1] and UI by a factor a, then a must be a constant. 
The suitability of letting 1] change by a factor is not so ob
vious. However, if the factor is constant, it may be interpret
ed as being only a change in energy scale. Thus these trans
formations are also given in Sec. III. 

II. ABSOLUTE INVARIANCE 

Letting X,Y,U, and Vbe n-component real vectors, we 
wish to find the group G of all coordinate transformations 
f:R 2n + I_R 2n + I such that 

fIX, Y,E) = (U, V,P), 

while 
n n 

dE - IYi dXi = dP - I Vi du i, 
;=1 ;=1 

n n 

IdYi dXi = Idvi dui, 
;= 1 i= 1 

and [as a consequence of (11 a)], 
n n 

Idxi AdYi = Idui Advi· 
;=1 ;=1 
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(11a) 

(l1b) 

(l1c) 

It proves convenient to separate the problem into two parts 
by examining the subgroup J = IfEG:f(O) = OJ oftransfor
mations which fix the origin and 

H = [fEG:f(X,Y,E) = (X + b, Y + d, E + d·X + e), 

b, dER n ,eER 1 (12) 

of "translations." Elements of H involve arbitrary transla
tions in the X and Yvariables, but the in variance of (1Ia) 
requires the additional term d . X in P. The fact that J and H 
are subgroups of G is easily verified. 

Lemma 1: An arbitrary fEG may be written as the pro
duct ofjEl and hEN. 

Proof ConsiderfEG and supposef(O) = (bo,do,eo)' Then 
choosing h such that h (X, Y,E) = (X - bo, Y - do, E - do'X
- eo + bodo), we find hof fixes the origin and hence equalsj 

for somejEl. But thenf = h -IOj, where 

h -I(X,Y,E) = (X + bo, Y + do, E + do'X + eo)EN.(13) 

Note further that the only element of H which fixes the ori
gin is the identity. We see below that His normal. These facts 
are enough to guarantee that G is the semidirect product of J 
andH. 

Theorem 1: H is isomorphic to the (2n + 1 )-dimensional 
Heisenberg group6,7 H(n). 

Proof Clear by the correspondence 

o 
o 

H def T. = (b,d,e)-

o 
1 

(14) 

Theorem 2: The subgroup J of elements of G which fix 
the origin is isomorphic to 

O(n,n )nSp(n) ~ Gl(n). 

The key here is to note that by (l1a) the (2n + 1 )th com
ponent P ofj(X, Y,E) is determined once the 2n components 
U and Vare specified, while in terms of these 2n components 
the restriction ofj must preserve a nondegenerate quadratic 
form iJ of type (n,n)and a symplectic form d;; Hencej must 
be in both O(n,n) and Sp(n). For a proof of the second isomor
phism indicated in the theorem as 

O(n,n)nSp(n)~GI(n). 

see Helgason. 8 

Proof of Theorem 2: Define 1T:R 2n + I_R 2n and 
Ie :R 2n _R 2n + I for each eER by 

1T(X, Y,E) = (X, Y) 

and 

Ie (X,Y) = (X,Y,e). 

(15) 

(16) 

(17) 

Then iJ = 1T*(1]) anddw = 1T*(dUl) define nondegenerate qua
dratic and symplectic forms on R 2n. ForjEl and eET, define 

je = 1TojoIe (18) 

which maps R 2n _R 2n and leaves iJ and d(;; invariant. Note 
thatje is the action ofj on the X and Yvariables with E held 
constant equal to e. Sinceje preserves iJ and fixes the origin, 
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it is in 0 (n,n) and is in particular linear.9 Sincej. also pre
serves dW', it must also be in SpIn). Thus 

j.(X,Y) = (AX,(A')-IY) (19) 

for some AeGl(n), where A = A (e) may depend on e. Then 

j(X,Y,E) = (AX,(A')-ly,p(X,Y,E)), (20) 

i.e., J fixes hyperplanes of constant E. To see that A is inde
pendent of Ewe letA = [aij] andA -I = [bij] and use the 
invariance of TJ to get 

which, by the linear dependence of the differential forms in 
the expansion, implies the equality of corresponding coeffi
cients. In particular, 

n da .. L Xjbki--
U = 0, k = 1, ... ,n 

iJ=1 dE 

for arbitrary (x1, ... ,xn)' Thus 

n da .. L bki-'_u = 0, kj = 1, ... ,n 
i=1 dE 

and, since [b ki ] is invertible, 

da. 
d; = 0, i,j = 1, ... ,n. 

Substituting (24) into (l1a) gives 

dE=dP 

and, since j(O) = 0, 

E=P. 

The correspondence between 

and 

AeGl(n)~O(n,n)nSp(n) is now clear. 
Lemma 2: H is normal in G. 

(22) 

(23) 

(24) 

(25) 

(26) 

(27) 

Proof Forj = LAeJ and h = 1(b.d •• )eH, we compute 

johorl(X,Y,E) =joh (A -IX,A' Y,E) 

=j(A -IX + b,A' Y + d,E 

+d.A -IX+e) 

= (X +Ab,Y + W)-Id, 
E + (A')-ld·X + e) 

= h '(X,Y,E), 

where h' = 1(Ab.(A')-'d,.)eH. This can be written as 

LA 1(b,d .• )LA - J = TLA(b,d,.)' 
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(28) 

(29) 

The above results prove the following theorem. 
Theorem 3: G~J®aH~Gl(n)®aH(n). 

III. RELATIVE INVARIANCE 

We now allow TJ and w to change by constant scale fac
tors. This extra degreee of freedom adds two generators. 
Without this freedom, TJ fixes our unit of energy, though 
diagonal matrices in Gl(n) allow scaling of the other quanti
ties for changes of units. Changes of energy units give one 
generator, while a complete Legendre transform on all varia
bles gives the other generator. Accordingly, we seek the 
group G of all coordinate transformations 
I(X, Y,E) = (U, V,P) such that 

(30a) 

and 

(30b) 

for some nonzero a,{JeR. Again, by taking exterior deriva
tives in (30a), we get 

itldXi AdYi = CtldUi Advi)a. (30c) 

A A 

Note that G ~ G consists of those elements of G with 
a = /3 = 1. Note that the correspondencej'--(a,{J), sending 
leG to the pair of scale factors off, defines a homomorphism 
of G to R * ® R * with kernel G showing that G is a normal 

A 

subgroup of G. 

Lemma 3: Fo,pll/eG, lal = 1/31. 
Proof For leG, again define 

f. = 1TI!. 
and note that 

Ie *(ij) = (1//3)ij 

and 

f. *(d;) = (1/a)~ 

(31) 

(32) 

(33) 

Recalling that a quadratic form Q transforms under f. to 
f. *(Q) = Df. Q (Df.)' , whereDf. is the Jacobian matrix off., 
we get, by looking at (32) and (33) in any coordinates and 
taking determinants, 

(det Df. f(det ij) = det(( 1//3 )ij) = (1//3 2n )(det ij), (34) 

(det Df. )2( det ~ = det( (1/ a)a;) = (1/ a 2n 
)( det TwJ. 

(35) 

Since det(ij) and det(d;) are nonzero, this gives 

a 2n = 1/(det Df.)2 = /3 2n , (36) 

i.e., lal = 1/31 as desired. 
We now find the generators of G which are not in G. For 

aeR *, a nonzero real number, let 

Ua (X,Y,E) = (X,a Y,aE). (37) 

Note that Ua eG and (a)Ua = /3 (Ua) = 1/ a. Let U be the 
one-parameter subgroup of G generated by the Ua , aeR *. 
Since the only element in U with a = /3 = 1 is the identity, 
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UnG contains only the identity element. U and G generate a 
subgroup 

M = I/EG:a(() = /3 (() J. (38) 

U and G are clearly contained in M. On the other hand, for 
/oEM with a(fo) = /3 ((0) = a o, Ua" 10EG since 

a(Ua" 10) = a(Ua"la((o) = 1, 

/3 (Ua" 10) = /3 (Ua"l/3 ((0) = 1. 

The commutation relations 

UaLA =LA Ua, 

Ua ~b.d.el = T(b.ad,ael Ua 

(39a) 

(39b) 

(40) 

(41) 

follow easily by applying each side to (X, Y,E), We have es
tablished that 

(42) 

The commutation relations (29), (40), and (41) show that Ua 

and LA commute, while the translations are normal in M, 
Thus we may also write 

M = (R * ® Gl(n)) ® ER(n). (43) 

Note that this expression involves a direct product. The fact 
that M is normal in G follows by composing the homorphism 
s:G-R * ® R * with the homomorphism 

t (a,/3) = (sgn(a),sgn(f3)) (44) 

of R * ® R * onto Z2 ® Z2 and noting that M is the kernel of 
(Os. 

For our final generator, we define 

7(X,Y,E) = (y,x,x.y - E). (45) 

Note that r = 1 and that 7 is a Legendre transformation 10 

exchanging all conjugate variables. 

7*(liJ) = d (X·Y - E) - X·dY 

= - dE + Y·dx = - liJ, 

7*(7]) = 7]. 

(46) 

(47) 

Thus 7EG with a(7) = - 1 and /3 (7) = 1. 7 generates a two 
element subgroup whose intersection with M is the identity 
since 7M/. If/is an arbitrary element ofG, then either/EM 
or a(() = - /3 (() by Lemma 3. Then 7/EM, since 

a(7/) = a(7)a(() = - a(() = /3 (() = /3 (7)/3 (() = /3 (7/). 
(48) 

We have proved the following theorem. 
Theorem 4: 

G~Z2 ® y(R * ® p{Gl(n) ® aR(n))) 

~Z2 ® y({R * ® Gl(n)) ® EH(n)). 

The fact that the last product is only semidirect follows 
from the remaining commutation relations: 

T(b,d,eI 7 = 7Trib,d.el' 

LA7=7L(A'1 " 

Ua7 = 7UaLa/· 

(49) 

(50) 

(51) 

The connected component of the identity N which is a 
normal subgroup of G is easily obtained from Theorem 4 by 
taking products of the connected components of the factors. 
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N~R ® p,{Ol+(n) ® aH(n)) 

~({R ® Ol+(n)) ® EH(n)), (52) 

where we have used (R, + ) instead of the isomorphic group 
(R +x')' The generators 7,U _I' andLA together with Ngener
ate G, where AEGI(n), det(A ) = - I, and A 2 = I. Since 

7U_ 17U_ 1 =L_/, (53) 

however, these generators do not generate a subgroup dis
joint from N except for the identity unless U _ /'IN. For n 
odd, this is the case since then - IEl:Gl+(n) and we get 
G = D4 ® AN, where D4 is the diheral group Z2 ® p-Z4 of 
symmetries of the square. II For n even, - IEGI + (n) and no 
decomposition of the above form is possible. We have, in this 
case only, that 

(54) 

IV. INTERPRETATIONS AND CONCLUSIONS 

We have found that the group of coordinate transfor
mations in the phase space of a thermodynamic system hav
ing 

liJ = dE - YdX (55) 

and 

7] =dXdY (56) 

as relative invariants is G~Z2 ® y(R * ® p{Gl(n) ® a H(n))) 
with generators ~b.d.el' LA' Ua , and 7, and commutation re
lations 

LA ~b.d.el = TLA(b.d.eILA' 

UaLA =LAUa, 

Ua ~b.d.el = ~b.ad.ael Ua , 

T(b.d.eI 7 = 7~d.b.d'b - el' 

L A7=7LA , 

Ua 7 = 7UaL a/. 

(57) 

(58) 

(59) 

(60) 

(61) 

(62) 

If we require that liJ and 7] be absolute invariants, the 
appropriate group shrinks to G~Gl(n) ® a R(n) with genera
tors LA and T(b.d.ei' and commutation relation (57). 

For liJ, relative invariance is physically a more reasona
ble requirement than absolute invariance, since liJ = 0 and 
aliJ = 0 define the same solution surface. On the other hand, 
absolute in variance seems more reasonable for 7], though 
relative invariance may be interpreted as a change of units of 
energy (see below). Ifwe require absolute invariance of 7] and 
relative invariance of liJ, then by Lemma 3, a = ± 1. The 
group becomes G = Zz ® y (Gl(n) ® a H(n)). G is generated by 

7, LA' and T(b,d,e)' i.e., the generators of G excluding Ua· 
If we require the invariance of the origin, i.e,,j(O) = 0, 

the generators ~b,d,e) are eliminated, and we are left with 
Z2 ® a (R * ® pGl(n)) for relative invariance--relations (58), 
(61), and (62)--or with Ol(n) for absolute invariance. 

We advance the following interpretations for the gener
ators: 

7: 7 corresponds to a classical Legendre transformation. 
As discussed in Sec. II, its interpretation 10.12 is to describe 
the state of a system using states of its environment, i.e., 
using Y instead of X. 
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Ua : Ua multiplies both Eand Yby the constant factora. 
This is exactly the effect of a change in the unit of energy. 

La: Applying La may prove convenient when dealing 
with a chemical system. We can choose the coordinates AX 
to involve reaction coordinates and mole numbers of inde
pendent components. Using AX and the corresponding in
tensities (At )-1 Y (affinities) can simplify analysis. 13 

~b,d,e) : This generator is difficult to interpret. The po
tential P = E + dX + e, which results from the action of 
T(b.d,e) on (X, Y,E), gives one clue. Note first that 

T =T T (b,d,e) (b,D,e) (D.d,D) • (63) 

For translations of the form T(D,d,D)' if we interpret the Y 
variables as intensities representing the environment, 12 then 
replacing Yby Y + d, i.e., placing the same system into an 
environment with intensities Y + d, gives rise to the extra 
internal energy d·X. The translation ~b.D,e) corresponds then 
to changing the zero of our intensities. Note that b does not 
show up in the potential so an interpretation analogous to 
the one for T(D,d.D) is not possible. One is tempted to rule out 
transformations of the form ~b.D.e) by requiring that the ori
gin in the subspace (X,E) remain invariant. However, since 

7~D,d,D) 7 = T(d.D,D)' (64) 

allowing translations in Y requires that we allow translations 
in X. Since ~D.d.D) moves the zero of E, we cannot require the 
invariance of X = 0 or E = 0 without requiring Y = O. It is 
possible to rule out translation altogether by requiring the 
invariance of the origin in (X, Y,E). As mentioned above, this 
gives the group G* ~Z2 ® y(R * ® GI(n)). 

Note t~at none of the group generators, and hence no 
el~ment of G, mix the X and Yvariables. More precisely, if 
fEG sends (X, Y,E) to (U, V,P) = f(X, Y,E), then there are ex
actly n variables (U or V) which depend only onX and exact
ly n variables (V or U) which depend only on Y. In general, P 
may depend on all (2n + 1) variables (X, Y,E). If X and Yare 
initially extensive and intensive, there will again be (n + 1) 
ex~nsive and n intensive variables after the action of any 
fEG. Even when no such initial division into extensive and 
intensive variables can be made, e.g., when considering sur
face effects, the interpretation of the two sets of variables as 
parameters of state and parameters of environment remains 
valid. 12 Our conclusion then is thatfEG does not mix param
eters of the system and parameters of the environment ex
cept in the potential function Pwhose extrema determine the 
coexisting states of the system with the environment. 

Finally, we note that G does not contain most of the 
classical Legendre transforms: namely, those which ex
change only some of the conjugate pairs of variables. For 
example, 

g(X I,X2,YI'Y2,E) = (YI,X2 ,X I,Yz,XtYI - E) 

preserves 71 but not 0) since 

d(xtYI - E) - XI dYI - Xz dxz 

i=(dE - YI dX I - X2 dx2 )a 

(65) 

(66) 

for any aER *. We can regain the invariance of 0) by using 
instead 

g(xI,xz'YI,Yz,E) = (YI'X Z' - xI,Yz,E - xtYd, (67) 
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which is more familiar from standard treatments. 10 In this 
case, however, 71 is not invariant since 

dX I dYI +dx2dYzi=( -dxI dYI + dX2dY2)/3 (68) 

for any /3ER *. 
Suppose, however, that we are interested only in pro

cesses for which one of the Xi (respectively Yi) remains con
stant. Along the corresponding subsurface of phase-energy 
space, we can take the differential form dXi (dYi) to be zero 
and ask for the invariance of 0) and 71 with such zeros 
dropped out. If one chooses the right potential, then it is 
possible to eliminate the pair of variables Xi' Yi from consi
deration. 

Case A: Xi = const. In this case, Xi andYi both drop out 
of 0) and 71 on setting dX i = O. The problem thereby reduces 
to a problem with one less degree offreedom. This is implicit 
in the standard neglect of degress offreedom (e.g., magnetic) 
which "don't participate in a given process." 

Case B: Yi = const. In this case, Xi and Yi do not drop 
out of 0). However, if we apply 7(X,Y,E) = (y,x,x.y - E), 
we get Case A with the potential X· Y - E. We can then 
throwaway Xj andy;. since they disappear from 7*(~ ~nd 
7*( 71). ~tl be the ~e~rxn~re involution ~ the space (X, Y,P) 
with T(X,y,Pl = (y,x,x.y - P), where X = (X, ... ,xi_I' 
Xj + I , ... ,xn), Y = (YI'''',Yj _ I 'Yi + I ,· .. ,Yn)· Applying T, we re
gain the familiar form: 

(69) 

the partial Legrende transform of E on the ith variable. The 
fact that thermodynamic analyses standardly employ such 
potentials for processes in which someYi = const fits in nice
ly with the above formalism. 

In conclusion, we contrast the above group to previous 
group theoretic investigations in equilibrium thermodynam
ics. Koenigl4 and others, 15-17 while considering transforma
tions associated with the Born diagram 10 have discussed 
contact transformations which also satisfy 

E+G=H +A, (70) 

where E,G,H,A are the four classical thermodynamic poten
tials. The resulting group is generated by permutations of the 
variables induced by classical Legrende transformations. In 
light of work on generalizations of the thermodynamic Le
grende transformation,4,12 it appears that the in variance of 
(70) may be too strict a requirement. 

Tisza, 18 observing that the matrix az E / ax i aXj is relat
ed to the stability of the system, studied coordinate transfor
mations that leave the determinant and all principal minors 
of this matrix invariant. 

As the first referee pointed out, it would be desirable to 
see a group theoretic investigation which required the invar
iance of the first two laws. Weinhold irlterprets the positive 
definiteness of 71 for stable systems to be the state space ver
sion of the second law. Thus all our transformations leave 
the second law invariant (7 changes the sign to negative defi
nite). Preliminary evidence2

•
3 seems to indicate, however, 

that not just the sign, but the magnitude of 71, may be physi
cally significant and will perhaps yield a strengthened form 
of the second law. 
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High-energy asymptotic expansions of eigenenergies, wavefunctions, and Regge trajectories of 
the generalized even power potential VIr) = - g2~r~ ON2jrj in the Dirac equation are obtained. 
These general expansions are then used to obtain eigenenergy expansions and Regge trajectories 
for the anharmonic oscillator and Gauss potentials. Finally, the relevance of these investigations 
to the spectroscopy of heavy quark composites is discussed. In particular, we study the 
charm onium spectroscopy for an harmonic oscillator. 

PACS numbers: 11.1O.Qr, 14.80.Dq 

I. INTRODUCTION 

The discovery I of the t/; family of particles marks an 
important turning point in the development of particle phys
ics. Recent developmene strongly suggests the existence of 
the charmed quark proposed by Glashow and collabora
tors,3and that the t/; particles are charm-anticharm quark 
bound states. Since the states of the t/; spectroscopy are very 
narrow, their masses are accurately determined, and a lot of 
their properties are known. The t/; spectroscopy, therefore, 
provides an ideal testing ground for any comprehensive 
model of hadron dynamics. 

Recently nonrelativistic quantum mechanics as em
bodied in the Schrodinger equation with a linear potential4,5 
has been successfully employed by high energy physicists, in 
the discovery oft/; (3 GeY Ic2

) and r (10 GeY Ic2
) families of 

heavy neutral mesons. Because ofthis success it is important 
to go beyond the nonrelativistic approach, which must be 
regarded as a first approximation for a complicated hadronic 
system. 

The complete treatment should incorporate both rela
tivistic and quantum effects and, in addition, requires a full 
understanding of the underlying dynamics of the quarks. 
However, the difficulties encountered in bound-state prob
lems in relativistic field theory suggested that the complete 
solution of this problem is rather remote at the present time. 
Nevertheless, one might hope to gain some insight by exam
ining crude approximations which include some of the ef
fects. For studying the hadron spectrum, relativistic equa
tions for a linear potential model in the frame work of Dirac 
and Klein-Gordon type wave equations have been investi
gated.6.7 In certain quark-confining potentials,8-12 the Dirac 
equation has also been solved with scalar potential functions. 
In the MIT bag model, free relativistic quarks are confined 
in a hadron bag of finite radial dimension by the conditions 
that the quark density vanishes on the bag surface and the 
quark pressure balances the natural pressure of the confined 
bag. Thus, by construction, the quarks can never "leak out" 
of the bag. From a purely phenomenological viewpoint, 13 
the meson spectra using a harmonic-oscillator potential has 
been calculated in the Klein-Gordon equation. A semirelati
vis tic quark model for mesons has also been using a square 
well potential. 14 

The general even power finds wide applications in po-

tential theory since such well-known potentials as the har
monic oscillator, Gauss potential, and anharmonic oscilla
tor potentials (with even anharmonicities) may be derived 
from this as particular cases. The general even power poten
tial has already been studied in the Schrodinger frame
work 15 and also in the Klein-Gordon framework. 16 Moti
vated by the desire to complete the chain of investigating this 
potential for both the nonrelativistic and relativistic parti
cles, the present paper deals with the derivation of the high 
eigenenergy and Regge trajectory expansions for a general 
even power potential in the Dirac equation. This has been 
done in Sec. II of this paper. In the present investigations, the 
perturbation procedure explained in Ref. 17 has been used. 
Applications of these eigenenergy expansions to the Gauss 
and anharmonic oscillator potentials have been given in Sec. 
III. In this section meson spectra of charmed quarks is also 
investigated using the harmonic oscillator potential. In Sec. 
IY, some concluding remarks have been given. 

II. ASYMPTOTIC EIGENSOLUTIONS FOR THE 
GENERAL EVEN POWER POTENTIAL 

The two coupled equations for the radial parts of the 
Dirac equation can be written as 

d k 
-(rf) - -(rf) + [E - m - V(r)] (rg) =0, 
dr r 

d k 
-d (rg) + - (rg) - [E + m - V(r)](r f) = 0, 

r r 

(2.1) 

with parameter k defined as 

k = + (j +~) for I = j ± ~. (2.2) 

Here I is the orbital angular momentum designation in non
relativistic nomenclature. 

and 

Further setting 

E2 = m 2 + K2, K = iK, 

. dx 
Z= -2Kr, x=

dz ' 

rg(r) = eKr,J<+ IX (r), 

r fIr) = eKr,J<X(r), 

we obtain for rg(r) 

(2.3) 

(2.4) 
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ZX + [2(k + 1) - 1 .~!!.- VIr) - z]x 
(E+m - V) 2K dr 

We now consider the potential of the form 

'" 

- [(k+ 1) _ (V2 _ 2EV)_z_+ 1 
VIr) = - ~ I N 2/j, (2.6) 

4K2 (E+m - V) 
j=O 

x(- ~+ 2k+ 1) dV]x=o. (2.5) where the coefficients N 2j can be negative or positive. 
4K 2K dr Substitution of (2.6) in (2.5) yields 

ZX+ l2(k+ 1)-Z}X-(k+ 1)X 

= I . --rj(2jN)( _1j2j-l + I (2jN N)( - 1)2 P+2 j -l, _z __ X '" 1 {[ 2K 2K '" 2
iP +

j
)] 

j=o(2K)2J+l E+m 2) (E+m)2p=o 2p 2) (2KfP 

[
. rJ+ 1 2KjN2j -2' 4jK(2k + I)N2j 2' 1 

- (M J - 2EN2 ) -- - z ) - z )-
) 2K (E+m) (E+m) 

1 '" N N r
ip

+)) (I _ 2j(2k + I))]X}. 
(E + m)2 p~o 2p 2j (2KY'-1 z(2KY' 

Here, 

'" 
~ = I N2(j_I)N2i 

j=O 

and have taken 

I _ I (I +_V_) 
(E+m - V) - (E+m) E+m 

as a first approximation. In the limit IK 1-00, (2.7) may be approximated by 

ZX(1) + [2(k + I) - z]X(1) - (k + 1)X(1) = O. 

A solution of Eq. (2.10) is 

X(1) = ¢' (a, b; z), 

where ¢' is a confluent hypergeometric function and 

a = k + I, b = 2(k + I). 
This solution will be normalizable bound-state wavefunction if 

a = - n for n = 0,1,2, .... 

For the complete solution we set 

k + 1 = a + ..:i (K )12K = - n + ..:i (K )12K. 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

The quantity in Eq. (2.14) remains to be determined; substituting (2.14) in (2.7), we have an equation which can be written 

@X=..:i(K)h+~ 1. {[ 2K 2jN.(-1)2 j -lr j + 2K I2jN N(_1)2P+2j-lZ2iP+))]X 
n j~o(2K)2)+1 (E+m) 2) (E+mfp=o 2p 2) (2K)2P 

[ 
Z2J+ 1 2KjN2j -2j 4jK(2k + 1)N2j 2j- 1 

- (M -2EN2)-- - z- - Z 
) ) 2K (E + m) (E + m) 

1 '" z2ip+)) ( 2j(2k + l))]X}, 
(E + m)2 P~o N 2p N 2j (2KY'-1 1 - z(2KY' (2.15) 

where 

d 2 d 
@n =z-+(b-z)-+n 

dz2 dz 
(2.16) 

and 

h = 1/2K. (2.17) 

Equation (2.15) is now in a form suitable for the application of perturbation method. As a first approximation to X we 
have (apart from an overall normalization constant) 

X = X(1) = ¢'n(z). (2.18) 

The first approximation then leaves uncompensated terms amounting to 
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R(I)=£1h+ ~ 1 {[ 2K 2jN(_1)2 j -lz2j + 2K i: 2jN N(_lfP+2j-lZ2iP+Jl]¢n 
j~(2Kfj+l (E+m) 2J (E+m)2 p=o 2p 2J (2K)2P 

_ [M _ 2EN . rj+ 1 _ 2KjN2j r j _ 4jK(2k + I)N2j r j - 1 
( J 2J) 2K (E+m) (E+m) 

- N N. 1- rPn . 1 00 r ip
+J1 ( 2j(2k + 1))] } 

(E+m)2 p~o 2p 2J (2Ky-l z(2KY 
(2.19) 

For convenience we set rPn (z) = rP (a,b;z) = rP (a) and write the 
recurrence relation for rP (a) in the form 

zrP (a) = (a,a + l)rP (a + 1) + (a,a)rP (a) 

+ (a,a - l)rP (a - 1), 
where 

(a,a + 1) = a = - n = k + 1 - £1h, 

(a,a) = b - 2a = 2(k + n + 1) = 2£1h, 

(a,a-l)=a-b= -(2k+2+n)=n-2£1h. 

(2.20) 

(2.21) 

By repeated application of (2.20) we obtain the following 
general relation: 

m 

zmrP (a) = I Sm (a, a + j)rP (a + j), (2.22) 
j= -m 

where the coefficients Sm (a, a + r) satisfy the recurrence re
lation 

Sm(a,a+r)=Sm_l(a,a+r- 1)(a+r- 1,a+r) 

+ Sm _ 1 (a, a + r)(a + r, a + r) 

+Sm_Iia,a+r+ l)(a+r+ l,a+r), 

with 
(2.23) 

Sola, a) = 1, 

all Sola, a + i) = 0 for i=/=O (2.24) 

and Sm(a, a + r) = 0 for Irl >m. 

By means of term-by-term differentiation of confluent hy
pergeometric function rP (a) yields 

. a 
rP (a, b; z) = - rP (a + 1, b + 1; z); 

b 
this relation when combined with the relations between con
tiguous functions gives the following expression: 

z¢ (a, b; z) = a[rP (a + 1, b; z) - rP (a, b; z)]. (2.25) 

The expression for R II) with the help of(2.22) and (2.25) can 
be written 

00 

RII)= I -h2j+l![a,a+2j+4l2j+lrP(a+2j+4) 

where 

j=O 
+ [a, a + 2j + 3l 2 j+ I rP (a + 2j + 3) + ... 
+ [a, a - 2j - 3l 2j+ I rP (a - 2j - 3) 

+ [a,a-2j- 4 l2j+lrP(a-2j-4)j, (2.26) 

[a,aL =£1 +DjhS1(a,a), 

[a, a ± (2j + 4)l2j+ 1= h 3[.l;S2j+4(a, a ± 2j ± 4) 

- Cj S2 j+ 3 (a + 1, a ± 2j ± 4)], 

[a, a ± (2j + 3)l2j+ I 

2523 

= -h 3 !Cj [S2j+3(a+ l,a±2j±3) 

- S2j+ 3 (a, a ± 2j ± 3)] - .l;S2j+4(a, a ± 2j ± 3) 

+ Pj S2 j+ 3 (a, a ± 2j ± 3) J, 
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[a, a ± (2j + 2)]2j+ I 

= -h !h2[CjS2j+3(a+ l,a±2j±2) 

- CjS2j + 3(a, a ± 2j ± 2) - .l;S2j+4(a, a ± 2j ± 2) 

+ ~S2j+ 3(a, a ± 2j ± 2)] - ~S2j+2(a, a ± 2j ± 2)), 

[a, a ± (2j + l)l2j+ 1 

= - h Ih 2[CjS2j+3(a + 1, a ± 2j ± 1) 

- CjS2j+ 3(a, a ± 2j ± 1) - .l;S2j +4 (a, a ± 2j ± 1) 

+ PjS2j + 3(a, a ± 2j ± 1)] 

+ HjS2j + 1 (a + 1, a ± 2j ± 1) 

- Hj S2j + 1 (a, a ± 2j ± 1) - DjS2j+ 1 (a, a ± 2j ± 1) 

- IjS2j +2(a, a ± 2j ± 1) + LjS2j+ da, a ± 2j ± l)j, 

[a,a±2jl2j+1=~ [AjS2j _ l (a+l,a±2j) 

+ (Fj + H j )S2j(a, a ± 2j)] 

- h !Hj S2 j+ I (a + 1, a + 2j) 

- (Hj + Dj - L j )S2j+ 1 (a, a ± 2j) 
- I j S 2 j+ 2 (a, a ± 2j) 

+ h 2[CjS2j+3(a + 1, a ± 2j) 

- (Cj - Pj )S2j+ 3(a, a ± 2j) 

- .l;S2j+ 4(a, a ± 2j)J j, 

[a, a ± (2j - l)l2j+ I 

= ~[AjS2j_l(a+l,a±2j+l) 

- (Aj - Gj -K;JS2j_l(a, a ± 2j+ 1) 

+ (Fj + H;)S2j(a, a ± 2j + 1)] 

+ h [Hj S2 j+ 1 (a + 1, a ± 2j + 1) 

- (Hj - Dj - L j )S2j+ I (a, a ± 2j + 1) 

+~S2j+2(a, a ± 2j+ 1)] 

+h3[CjS2j+3(a+ l,a±2j+ 1) 

- (Cj - Pj )S2j+ 3 (a, a ± 2j + 1) 

+.l;S2j+4(a, a ± 2j+ 1)], 

[a,al 2j +1 =~ [AjS2j _ l (a+ l,a)-(Aj -Gj -Kj)S2j_l(a,a) 
h 

+ (Fj + H j )S2j(a, a)] + h [HjS2j+ 1 (a + 1, a) 

- (Hj - Dj - Lj )S2j + da, a) + IjS2j + 2 (a, all 
+h3[CjS2j+3(a+ l,a)-(Cj -Pj )S2j+3(a, a) 

+ JjS2j + 4(a, a)J. 

(2.27) 
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The constants Aj , Bj' etc. have the following meaning: 

Aj = g'2(2jnN2j )/(E + m) - g4(2jN oN2j)/(E + m)2, 

Bj = g4(2jnN2N2j)/(E + m)2, 

Cj =g4(2jnN4N 2j )/(E + m)2, 

Dj =g'2(2EN2j ) _g4Mj , 

Fj = g2(jN2j )/E + m, 

Gj =g'2(2k + 1)(2jN2j)/(E + m), 

~ = g4(jNoN2j )/(E + mf, 
I j =g4(jN2N 2j )/(E + m)2, 

~ =g4(jN4N 2j )/(E + mf, 
K; =g4(2k+ 1)(2jNoN2j)/(E+mf, 

L j = - g4(2k + 1)(2jN2N2j)/(E + m)2, 

Pj = - g4(2k + 1)(2jN4N2j)/(E + mf 
(2.28) 

We now observe that f» n¢J (a + q) = q¢J (a + q) so that a terml1-¢J (a + q) maybe removed by adding toX(I) the contribu
tion iJ-L/q)¢J (a + q) except, of course, when q = O. 

Hence the next contribution to X(J) becomes 

(2.29) 

This contribution leaves uncompensated a sum of terms R (2), which again leads to X (3). Repeating this process successive
ly and adding these contributions to X(J) yields 

X = X(J) + X (2) + X(3) + .... (2.30) 

However, (2.30) will be a solution of our equation only if the sum of all terms containing ¢J (a) in R (I), R (2), ••• left 
compensated so far is set equal to zero. Thus 

0= h [a, a] I + h 2{ [a, a + I L [a + I, a] I + [a, a - I] I [a - I, a] I} 
I - I 

+h3{[a,ab+ [a,a+ IL[a+ \a+ 1]I[a+ l,a]1 + [a,a-I]da- \a-I]da-l,a]l} +O(h4). (2.31) 

The expansion (2.30) is then an eigensolution and (2.31) the appropriate secular equation which enables us to calculate.1 
and hence the eigenenergy for large K or small h. Explicit calculation of terms upto 0 (h S) yields the following expression for 
the eigenenergies: 

2524 

n + k + I =.1h = ---------:------:----:
I +p;h2+P~h3+p;h4+P;h5 

X [(P;h 2 + P;,h 3 + P;h 4 + P ~h 5) + (.1h f(P ~h 2 + P ;oh 3 + P;I h 4 + P i2h 5) 

+ (.1h )3(P;3 h 2 + P;4 h 4 + P;sh 5) + (.1h )4(P;6h 2 + p;7 h4 + P;sh 5)], 

Pi = [-(4+4n)A1 +2(GI +Ki)+(2+4n)(FI +Hd 

+2Do+(1 +6n)D~], 

P; = [(4 + 8n)A ID o - (10 - 36n - 3n2)(FI + HdDo 

-4(G I +K;)Do+4nD~], 

Pi = [ - (28 - 12n - 24n2)BI + (4 -12n - 12n2)(LI +DI + G2 +K;) 

+ (12 - 4n + 60n2 - 120n3 )(II + F2 + H 2) - (28 + 36n - 24n2)A2 

+ (4 - 8n - 4n2)D~ - (8 + 8n + 56n2 + 8n4)D6 - (8n - 16n2
)], 

P; = [ - (176 + 76n - 316n2 + 480n3 
- 224n4)IIDo 

+ (108n + 792n2)(L I + DdDo + (154 - 16n - 4On2)BIDo], 

P; = [(I +5n)(AI +FI +Hd-nD~], 

P;' = [ - (2 + 4n + 3n2 )A Po + (20n - 50n2 )(FI + HI)Do 
- (4 - 4n)(GI + Ki)Do - 4n2D~], 
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P; = [(6 - 12n - 6n2 - 3n3)B) - (6n + 52n2 + 36n3 
- 176n4)(I) + F2 + H2) 

+ (6 + 3n - 6n2 - 3n3 )A2 + (8n + 8n2 + 32n3 )D ~ + 8n2D ~], 

Pi = [(224 + 176n + 20n2 - 20n3 + 352n4 - 224n5 )I)Do 
- (24n + 36n2 + 336n3)(L) + DdDo - (24 + 40n + 90n2 + 88n3)B)Do]' 

P ~ = [4(F) + Hd + (2 + 6n)D ~], 

P 10 = [ - 4A )Do - (12 - 4n)(F) + H))Do], 

PI) = [(24 - 24n)B) + (12 + 24n)(L) + D) + G2 +K;) 

+ (44 - 72n + 72n2)(I) + F2 + H 2) + (24 - 24n)A2 

+ (4 + 8n + 4n2 + lOn3)D~ + (16n + 16n3)D~ + 8], 

P 12 = [ - (352 - 88n - 336n2)I)Do - (72 + 476n)(L) + D))Do 

- (136 -76n)B)Do + (6 + 6n + 18n2)D~ - (3n - 3n2 - 18n3)D~], 

P 13 = [ - (2 + 2n + 4n2)D ~ ] , 

P I4 = [ - 32B) + 8(L) +D) + G2 +K;) + (48 + 64n)(I) +F2 + H2) 

- 32A2 + (4 - 8n + 18n2)D ~], 

PIS = [ - (384 + 640n)I)DO + 176B)Do]' 

P I6 = [(2 + 4n)D~], 
P 17 = [16[1) + F2 + H 2] + (4 + 8n)D ~], 

PIS = [128I)Do]· 

Expanding the denominator of(2.32) in powers of hand 
iterating for (..1h ), we get 

K = - n - 1 + [h 2(p s) + h 3(P ~) + h 4(P; - PIP; ) 

+h 5(Pi -PIP~ -P;P;)] +O(h6). (2.34) 

Similarly the eigenenergy for the wavefunction (r f) can be 
evaluated by setting in (2.34) 

n = n' - 1, n' = 0, 1,2, .... (2.35) 

It may also be noted that for the wavefunction (r f) the value 
ofb is 

b=2k. (2.36) 

FIG. I. Ground state Regge trajectories for the Gauss potential using pa
rameters m = I, a 2 = I, and different values of coupling constant i. 

2525 J. Math. Phys., Vol. 24, No. 10, October 1983 

(2.33) 

I 
III. APPLICATIONS OF THE GENERAL EIGENENERGY 
EXPANSION 

We now apply the eigenenergy expansion (2.34) to the 
two cases. 

A. Gauss potential 

The Gauss potential is given as 

VIr) = - gle - a'''', (3.1) 

so that 

N2j = ( - Wa 2j 
/ j !. (3.2) 

Hence the eigenenergy expansion is obtained directly from 
(2.34) wherein the termslj terms are given by (2.33). Various 

5 

---- E ----t~_ 

FIG. 2. Regge trajectories for anharmonic oscillator for different values of 
n. Other parameters are No = - 0.05 GeY, N2 = 0.0005 Gey3

, 

N4 = 0.0005 GeY', and g = I. 
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TABLE I. Predicted masses in GeV for mesons with charmed quark pairs 
with the oscillator potential of parameter No = - 0.05 GeV, N2 = 0.0005 
GeV-', g = I, and m = 1.5 GeV. 

Meson mass (cc-) GeV 
n Theory Expt. 

0 S 3.096 3.097 ± 0.002 
I S 3.69 3.686 ± 0.003 
2 S 4.12 4.03 ±0.01 

0 p 3.46 3.446 
I p 4.00 3.87699 
2 p 4.35 4.1473 

N 2j coefficients occurring in (2.28) are defined by (3.2) for 
this case. 

The ground state Regge trajectories for the Gauss po
tential have been shown in Fig. 1. 

B. Anharmonic oscillator 

Next we consider the potential 

VIr) = - g2(No + N2r + N4r
4

). (3.3) 

The eigenenergy expansion is given by (2.34) where the terms 
A, B" etc., are obtained by putting j = 0, 1,2. 

J • 

The Regge trajectories for this potential are shown In 

Fig. 2. 

C. Charmonium spectroscopy 

We study the potential 

VIr) = - g2(No + N2r). (3.4) 

Here in the eigenenergy expansion obtained from (2.34) the 
terms A j' Bj , etc., are obtained by putting j = 0, 1. 

In fact, for obtaining the Regge trajectories for the 
above potentials and for calculating the meson masses, Eq. 
(2.32) (which is a fourth powerequationinL1h ) has been used. 

The meson masses are given in Table I and Regge tra
jectories for the same are shown in Fig. 3. 

! 
l. 

2 

1 

OL---~1----~2----~3~--L4~--~~----~6~--~ 

-----E ~ 

FlG. 3. Regge trajectories for the harmonic oscillator potential in the Dirac 
equation with parameters No = - 0.05 GeV, N2 = 0.0005 GeV', g = 1, 
and m = 1.5 GeV. 
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TABLE II. Bound state energies for different values of reduced mass (p.) 
with No = - 0.002 GeV, N, = 0.0005 GeV', and g = 1. 

P. E 

0.0 1.0206 
0.2 1.33 
0.4 1.63 
0.6 1.84 
0.8 1.99 
1.0 2.958 
1.2 3.31 
1.4 3.89 
1.6 4.986 
1.8 5.52 
2.0 6.98 

IV. DISCUSSION 

It is well known that in the nonrelativistic framework 
the linear potential yields the most rapidly rising trajector
ies. Similarly, oscillator potential in this frame work also 
yields the linearly rising trajectory. The same sort ofbehav
ior was observed for the Regge trajectory in the Klein-Gor
don frame work. 16 The Regge trajectories obtained in Fig. 3 
also appear to be nearly parallel; the behavior of these trajec
tories, therefore, is not altered for the case of the Dirac equa
tion. The meson masses with charmed quark-antiquark 
have also been calculated using this potential (see Table I), 
and these results are in very good agreement with those ob
tained experimentally. Although numerical methods have 
been extensively used in this type of work, it has been 
thought worthwhile to obtain theoretical expressions for the 
eigenenergies and wavefunctions using a perturbation the
ory also. In Table II we have calculated bound state energies 
for different values of reduced mass Ji. From this table we 
conclude that it is possible to generate bound state mass 
spectra of a system of both light and heavy quarks in an 
effective harmonic oscillator potential in the Dirac equation. 
[For any value of Ji the eigenenergies are found to be pure 
real; therefore, it is possible for the harmonic oscillator po
tential model to explain relativistic quark confinement.] It 
may be relevant to point out here that a similar observation 18 

has also been recently made. 
The Regge trajectories for the anharmonic oscillator 

with,4 anharmonicity (see Fig. 2) are also nearly linear in the 
range of E considered. The ground state Regge trajectories 
for the Gauss potential (see Fig. I), though not linear, have 
nearly equal slopes. 
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We study a topological classification of gauge potentials based on an examination of the Chern
Simons surface term C (U) at appropriate boundary components of the space-time manifold when 
the potential approaches a pure gauge dU U -I at the boundary. We derive an explicit local 
formula for a 2-form H (U) such that C (U) = dH (U). 

P ACS numbers: 11.15. - q, 02.40. + m, 02.20.Sv 

I. BASIC NOTATIONS AND CONVENTIONS 

We consider a pure Yang-Mills theoryl in Minkowski 
space. The gauge group G is assumed to be semisimple and 
compact, for simplicity. In an Appendix, our main result is 
proved without redundant assumptions. The Yang-Mills 
Lagrangian is (summation convention) 

(1 ) 

where the gauge field G
I
", is expressed in terms of the gauge 

potential AI' as follows: 

(2) 

The quantity gin Eq. (2) is an arbitrary (real) coupling con
stant, and the quantitiesJ~b are the structure constants of 
the Lie algebra '7 of the gauge group 

The Lie algebra (or color) indices (a, b, c, ... ) are lowered 
(raised) with the aid of the Killing metric gab (gab), where 

and 

Our Minkowski metric isg,,,, (P, v = 0,1,2,3) with (gl") 
= diag (1, -1, -1, -1). 

(3) 

(4) 

(5) 

lt is convenient to use a matrix representation for the 
gauge field Gin and potential AI" respectively. Thus let! T" J 
(a = I, ... ,dim '7) denote any suitable set of Hermitian matrix 
representatives of the Lie algebra generators (3). Then we 
write 

(6) 

from which follows 

G,l" = a ,A I' - ai' A, - ig [ A I' ' A,. ] (7) 

with the aid of the definition (2) and the commutation rela
tions (3). Finally, using the totally antisymmetric density 
E"Ol'!> (convention: EO ln = + 1), we define the dual gauge 
field G *'" as follows: 

(8) 

II. TOPOLOGICAL DENSITIES AND CURRENTS 

As is well known,2-4 a basic topological density v(x; A ) 
(the second Chern class) can be formed out of the gauge field 
Gin and its dual: 

(9) 

The definition (7) of the gauge field in terms ofa potential AI' 
implies the Bianchi identities 

V,,(A )G(l) + V(l(A )G)'" + V)'(A )G"(f = 0, (10) 

where Va (A ) denotes the covariant derivative 

(11 ) 

The Bianchi identities (10) expressed in terms of the dual 
gauge field are as follows: 

V" (A )G *'" = O. (12) 

The identities (12) guarantee that the topological density 
v(x; A ) given by Eq. (9) is insensitive to local deformations of 
the potential AI': 

bv(x; A) = g2, b141(X _ y)(V,(A )G *1"(x)L = O. (13) 
bA ;', (y) 817-

Thus the topological density v(x; A ) depends only on the 
large scale properties ofthe potential A" . An explicit realiza
tion of this fact is the representation of v(x; A ) as a divergence 
of a topological current K ", 

v(x; A ) = ai' K "(A ), 

where 

( 14) 

K "(A ) = 3~~ E ,La
(3JA ~ ( GIl)'" (A ) - + g Jhca A ;A ;J 

( 15) 

The representation (14) is, as such, well known in the phys
icalliterature.2-4 Equation (15) is a particular case of a more 
general formula given in Ref. 5. 

The main purpose of this paper is to establish a further 
topological classification of gauge-field configurations, us
ing Eqs. (14) and (15) as a starting point. 

To this end, we consider gauge transformations of the 
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current (15). The potential A" transforms as follows under 
gauge transformations U: 

v 
A'l -----+ A I~r = UAf1 U -I + (i/g)(a'l U)U -I. (16) 

Then from definition (15) follows, 
v 

K"(A )-----+K'l(A v) 

= K"(A) + ig ? E,wfJray(U -Ian U, AfJ ) 
1611 

+ _1_ clw(3r( U - I a U [U - I a U U - I aU] ) 
.., Ii.. (1' {3' y , 

9611 
( 17) 

where (A, B) denotes the Killing inner product (4), 

(A, B) g"h A aB h = Aa B ". (18) 

The divergence of the topological current K I' is gauge invar
iant. Thus the divergence of the U-dependent terms of the 
right-hand side of Eq. (17) ought to vanish identically. The 
last term on the right-hand side of Eq. (17), i.e., the quantity 

CI'(U)- 9:Ji2 E,wfJr( U -Ia" U, [U-JafJ U, U -Jar U]) (19) 

is not manifestly divergence-free, however. In what follows, 
an equivalent formula will be given for the quantity C "( U), 
which manifestly demonstrates the vanishing of its diver
gence. The formula in question, which will be given shortly, 
also demonstrates that C Il( U) has a topological significance, 
as a characteristic of the gauge transformation U. This fact is 
not unknown in the mathematical literature; quantities re
lated to our CI'(U) are known as the Chern-Simons secon
dary characteristics.5 

We demonstrate first that C "( U) indeed is a kind of 
topological current. Consider variations D v of C II( U). It is 
not difficult to verify that 

DUCI1(U) = (1!32Ji2)E ,w(3ra" 

x(8U.U- I
, [afJu,u -I, ayu.u -I ]). (20) 

This means that the variation of the integral of C 1'( U) over a 
three-dimensional submanifold V in Minkowski space can 
be written as an integral over the boundary aVof v. Thus in 
this sense, C Il( U) is insensitive to local deformations of U, 
just as the topological density v(x; A ) defined previously was 
insensitive to local deformations of A. Hence the quantity 
C Il( U) can be considered as a topological current for gauge 
transformations U. Said in other words, for fixed boundary 
conditions of U on av, the integral of C l' characterizes the 
relative homotopy class (with respect to aV) of the map U. 

Equation (20) [and of course the fact that a'l C"( U) = 0] 
indicates that C 1'( U) ought to have a representation of the 
following form: 

(21) 

where Hila is antisymmetric under the interchange of f1 and 
a, that is, H is a 2-form. If U is defined in a star shaped 
neighborhood D of V in Minkowski space, the existence of H 
in D follows from the Poincare lemma. We shall, in the next 
section, show that there exists a simple local expression for 
H. In general, the existence of H is guaranteed if the third 
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cohomology group of V vanishes. This happens, for exam
ple, when V = S2XI (ICR an interval) which is a natural 
space to study in the Lagrangian formulation of Yang-Mills 
theories. In this case it is namely reasonable to assume that 
the potential A'l approaches an exact gauge U -laf1 U at spa
tial infinity (represented by the sphere S 2) in a given time 
interval I. 

III. REPRESENTATION OF Cll(U) AS A TENSOR 
DIVERGENCE 

We shall now give a detailed discussion of the represen
tation (21) announced in the previous section. 

To begin with, a few restrictive assumptions are stated. 
We consider a suitable three-dimensional surface Vin 

Minkowski space M4 • By a gauge transformation U (x), XE V, 
we mean a (;2-mapping from V into the gauge group G, U: 
V-G. In fact, in order to write differential forms in a con
venient coordinate form, we assume that U (x) is defined in a 
small open neighborhood of V. More specifically, G is here 
identified with a particular (unitary) matrix repres.!:ntation, 
corresponding to the Lie algebra representation [Ta J dis
cussed previously. Further, we assume that U has an expo
nential (Lie algebra) representation, 

U(x) = e'Zlxl, XEV, (22) 

whereZ: V-9' isa (;2-mappinginto the Lie algebra 9', which 
here again is identified with the matrix representation dis
cussed above. A necessary condition for the existence of the 
lifting Z of U is that U as a map from V to Gis homotopically 
trivial (homotopic to a constant map). The Hermitian matri
ces Z (x) can be written as vectors in the linear vector space 
spanned by the Ta's, 

(23) 

The basic quantities occurring in the definition (19) of the 
topological current C Il( U) are the following: 

(24) 

The quantities iW" belong to 9', i.e., can be written as in Eq. 
(23). Now we wish to express the quantities W" defined by 
Eq. (24) in terms of the y<-valued quantities Z (x) occurring in 
Eq. (22). This is accomplished with the aid of the Magnus 
formula6

: 

(25) 

where ad Z(Y)==[Z, Y]forZ, YEy<. 
The operator function in Eq. (25) is defined as a power series: 

eX -l x x" -=2: . 
x ,,=0 (n+l)! 

(26) 

After these preliminaries, we are ready to state our main 
result. 

The topological current C Il( U) defined in Eq. (19), viz., 

Cf1(U) = (1!96Ji2)E f1a(3Y(Wu , [W/3' Wy ]), (27) 

has the following equivalent representation: 

CI'(U) = aa Hf1a(Z), 

where 

C. Cronstrilm and J. Mickelsson 
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The linear operator h ( - i ad Z) in Eq. (29) is defined by its 
power series 

= X 2k + I sinh x - x 
h(x)- ~ ----

k~O (2k + 3)! x 2 
(30) 

In order to verify the validity of the representation (28), one 
needs the following result: 

aa(ad z)ma{3z 

= (adZtaaa{3Z 
m-I 

+ L (ad Z)k [aaZ, (ad z)m - k-lafjZ], 
k=O 

m = 1,2, ... , (31) 

the validity of which can be established by induction on m. 
One further needs the following symmetry property: 

([Z, A), B) = - (A, [Z, B)), (32) 

valid for any Lie albegra fr. 
The actual derivation of the result (28) and (29) is given 

in the Appendix using compact notation, i.e., differential 
forms. 

To the best of our knowledge, the general representa
tion (28), (29) has not hitherto been given in the literature. 
There is one special case ofEq. (29), however, which has been 
introduced and used extensively by lackiw7 for the purpose 
of topological classifications, namely, the case ofG ~ SU(2). 
In this case we use the fundamental representation Ta = ~O"a 

(a = 1,2,3), where theO"a's are the Pauli matrices. The SU(2) 
Lie algebra is 

[ Ta, Tb] = iTc (a, b, c cyclic), 

so that 

(33) 

(34) 

where Eabc is the totally anti symmetric permutation symbol. 
The Killing metric gab is the following: 

{
2 a = b, 

gab = 0 a=/-b. (35) 

For 

Z = za~O"a' (36) 

one establishes easily that 

(ad Zf' + la"z = (~IIZ 112)' ad za"z, (37) 

where 

IIZI12=(Z,Z)=gabzaZb. (38) 

Using Eq. (37), one obtains from Eq. (29), 

H ,..a(z) = _1_ EI1"/3Y( liZ 11/v'L- sin(llZ 11/v'L)) 
48r (lIZ 11/v'L)3 

Xfabc Z a(afjz b Hayz C) (39) 

which, allowing for differences in notation, is exactly the 
formula given by lackiw. Our general formula thus general
izes lackiw's SU(2) formula to any semisimple and compact 
Lie group (in fact any finite-dimensional group; see the Ap
pendix). 

Finally a brief comment on the use of our general result 
(28) and (29). We stated previously that the quantity C,..( U) is 
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a topological characteristic of the corresponding gauge 
transform U. Thus in studying the class of gauge potentials 
A, which approach a pure gauge at (space) infinity, one finds 
that these potentials fall into homotopy classes correspond
ing to the (relative) homotopy classes of the pure gauges, i.e., 
gauge transformations U. All this has [for SU(2)) been ex
plained fairly explicitly by lackiw, quoted previously. Our 
general representation enables one to carry through similar 
explicit arguments in general. 

APPENDIX: DERIVATION OF C'" = a"H,..a 

Let rr be the Lie algebra of a Lie group G. Consider a (;2_ 
function U: D-G, where D is a domain in R4. We assume 
that U can be written in the form U (x) = exp Z (x), where Z: 
D-fr is a (;2-mapping. We denote A = dU U-I. According 
to the Magnus rule 

A = f(ad Z )dZ, 

where 

f(x): 

Consider the 3-form 

C = (A, [A, A)), 

(AI) 

(A2) 

(A3) 

where (-,.) is the Killing form on fr. We claim that C = dH, 
where 

H = 2(dZ, h (ad Z )dZ ), 

h (x): = (l/x2)-(sinh x - x). 
(A4) 

Since avA" - a"A" - [Av' A,,] = 0, we have 

C=(A,dA ). (A5) 

According to (A I), 

a,AI' = av L 1 (ad Z ra" Z 
(n + I)! 

= I nil 1 (adZ)k 
"= I k = 0 (n + I)! 
X [a"Z, (ad Z)" - k - la,1Z] + f(ad Z )a"a,..z. (A6) 

Combining (A5) and (A6), 

C=2(A'I "il 1 (adZ)k[dZ,(adZr-k-IdZ)). 
"= I ,= 0 (n + I)! 

(A7) 
Using the property (32) of the Killing form, we get 

( 
= 1 I) C=2 L --(adZ)dZ, ... 
l~o(I+I)! 

= 2(dZ i i "i l

-
I
- 1 (-I)/(adZ)k +1 

, 1 = 0 " = I k = 0 (l + I)! (n + I)! 

X [dZ, (ad Z r ... k - IdZ)). (A8) 

Since 

(dZ, (ad Z )" [dZ, (ad Z )qdZ ] ) 

= ( - I)"((ad Z )"dZ, [dZ, (ad Z )qdZ]) 

- ( - 1)"( [dZ, (ad Z )"dZ], (ad Z )qdZ) 

- ( - I)" + q(dZ, (ad Z )q[dZ, (ad Z )"dZ ]), 
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we can write the right-hand side of (AS) as follows: 

(
dZ I _1_ 1 (-I)'(adZ)k+l[dZ,(adZ)"-k-ldZ J) 

, I,,,,k (/ + I)! (n + I)! 
+(dZ I _1_ 1 (-1)'(- W+1-I(adZ)"-k-l[dZ,(adZ)k+ldZJ) 

, I,n.k (/ + I)! (n + I)! 
= (dZ, f mil i_I_, 1 ,(-I)'(adZV[dZ,(adz)m-J-ldZ J) 

m ~ I J ~ 0 I ~ 0 (/ + 1). (m - / + 1), 

+ (dZ, f "I I mt -I _1_, 1 ,( _ l)m -1- I(ad ZV[dZ, (ad z)'n J- IdZ 1) 
m ~ I J ~ 0 I ~ 0 (/ + 1). (m - 1+ 1). 

Using the fact that ± _1_ I ( _ 1)' + In i-I _1_ 1 ( _ 1)m - 1- I 
,~O (I + I)! (m -I + I)! ,~O (I + I)! (m -I + 1)1 

= 1 (± ( _ 1)' (m + 2) + m i.-I ( _ 1 t- I _ I (m + 2)) 
(m+2)! I~O 1+1 I~O 1+1 

= 1 (( _ IV (~ + I) + 1 + ( _ IV- I(m + ~) _ ( _ l)m) 
(m + 2)! J + 1 m - J 

1 - (- I)m 

(m+2)! 

where (~) = n!/ k l(n - k I!, we get 

C=(dZ, f 11 I-(-i)m (adZ)J[dZ,(adZ)m-J-ldZJ) 
m~IJ~O (m+2)! 

= (dZ, d f 1 - (- I)m (ad z)mdZ) 
m~O (m+2)! 

= 2(dZ, d(h (ad Z)dZ)) 

= 2d(dZ, h (ad Z)dZ) 

=dH. 

'e. N. Yang and R. L. Mills, Phys. Rev. 96,1911\954). 6W. Magnus, Commun. Pure App\. Math. 7, 649 (1954). 
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(AW) 
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'A. A. Belavin et aI., Phys. Lett, B 59,851\975); see also R. Jackiw and e. 
Rebbi, Phys. Rev. Lett. 37, 172 (1976). 
'w. A. Bardeen, Nuc!. Phys. B 75, 246 (1974). 
4R. 1. Crewther, Acta Phys. Austriaca, Suppl. 19,47 (1978). 
's. Chern and 1. Simons, Ann. Math. 99, 48 (1974). 

7R. lackiw, "Gauge Theories in Three Dimensions," Lectures at the Arctic 
School of Physics, Akiislompolo, Finland, August 1982, and references 
quoted therein. [Springer Lecture Notes in Physics, Vol. 181, edited by R. 
Raitio and 1. Lindfors (Springer-Verlag, Berlin, 1982).] 
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The hydrodynamic self-similar cosmological models are considered. A new solution is presented. 
Of all the self-similar solutions, only the Newtonian analogy of the Einstein-deSitter model 
represents an expanding universe. 

PACS numbers: 95.30.Lz, 98.90. - k 

Self-similarity has long been used in hydrodynamics to 
solve degenerate problems or to find asymptotic solutions. I 
Recently, Henriksen and Wesson2 have discussed some 
Newtonian and relativistic self-similar cosmological models. 
We first briefly sketch Henriksen and Wesson's approach of 
the hydrodynamic models and find a new self-similar solu
tion. Then we make some interesting observations of the self
similar models. 

The governing equations for the spherical symmetric, 
isentropic fluid flow in an internal gravitational field are the 
continuity equation, the momentum equation, the energy 
equation, and the gravitational equation: 

ap + v ap = _ £.~(rv), 
at ar rar 

av av 1 ap 
-+v-=g- --, 
at ar p ar 

(1 ) 

~ (pp - V) + V ~ (pp - V) = 0, 
at ar 

ag + v ag = _ 2vg 
at r r 

wherep,p, and v are, respectively, the local density, pres
sure, and velocity. g is the local gravitational acceleration. 

Ifwe assume that the Newtonian gravitational constant 
G is the only constant of nature and there is no characteristic 
velocity, we can introduce the dimensionless qualities 'TJ, Q, 
¢, and Vas follows: 

p = (Il 1,.ti)'TJ(s), 

g = (rlt 2)¢ (s), 

v = (rlt)V(S), 

p = (Il l,.ti- 2t 2)Q(S), 
(2) 

(3) 

and 0 is a constant of order unity. The parameter Il is intro
duced so that S is dimensionless. In terms of the dimension
less variables in (2) and (3), Eqs. (1) become 

(2 - OV)S'TJ' = (0 - 3)'TJ V + OS'TJV', 

(2 _ OV)sV' = ¢ + V _ V 2 + (0 - 2)Q + OsQ' , 
'TJ 'TJ 

(2 - OV)s¢ , = (2 - 3 V)¢, (4) 

(2 - OV)sQ' = (2 + OV)Q + (2 - OV) svQ'TJ' 
'TJ 

- (2 +vO)QV, 
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where primes denote differentiation with respect to S. 
Two solutions of Eq. (4) can easily be found. If we as

sume that V = 1 and 0 #2, then v = j and 

'TJ = 'TJos(e-J)/(e-2), ¢ =¢os -1I(2-e), 

Q = QoS'(e-4)1(2 - e), (5) 

where the constants 'TJo' ¢o, and Qo are related by 
Qo = (2 - 0 )¢o'TJoI4. If we assume that V = j and 0 # 3, then 
v= j and 

(6) 

where the constants 'TJo, ¢o, and Qo are related by 
Qo = 'TJo(2 + 9¢o)/18. When ¢o = -~, Qo is zero and solu
tion (6) reduces to 

'TJ='TJo/S, ¢= -§, Q=O. (7) 

Solutions (5), (6), and (7) were described in Ref. 2. In
stead of assuming V = constant, we note that for 0 = 3, 
V # constant and Q = 0, Eqs. (4) are greatly simplified: 

(2 - 3V)S'TJ' = 3s'TJV', 

(2 - 3V)SV' = tP + V - V 2
, (8) 

S¢'=¢. 

It can be shown that Eqs. (8) are satisfied by the following 
solutions: 

V =..jf, ¢ = - !s, 'TJ = 'TJ\/(2 - 3..jf), (9) 

where 'TJI is a constant. 
The expression for 'TJ indicates that solution (9) has a 

singularity at S = ~. In fact, S = ~ implies V = j. When 0 = 3 
and V = j, the system of Eqs. (4) is undetermined. It seems, 
therefore, the singularity is due to the introduction of self
similarity in Eqs. (1). 

In dimensional form solution (9) becomes 

v=~ 
Gil 

g= - 2r' 

'TJ\1l p= , 
2r - 3tr~G).r 

p=O, (10) 

where 'TJ \ is a constant. Solution (10) is well defined when 
t = ° and is, therefore, not consistent with the big-bang the
ory. 

We now make some observations of the self-similar so
lutions. Using Eqs. (2) and (3), we can rewrite solution (7) in 
the following dimensional form: 
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v=2r/3t, p=TJoIGt 2, g= -2r/9t, p=O. (11) 

The constant TJo can be determined by the additional require
ment that the function R (t ), defined by 

r dR 
v=-- (12) 

R dt ' 

satisfies the equation 

(
dR)2 = 8trGp R 2. 
dt 3 

(13) 

Then TJo = t,tr. Eq. (13) is simply the Friedmann differential 
equation with zero cosmological constant and zero curva
ture. 3 It is readily shown from Eqs. (11) and (12) that 
R = Rot 2/3 and pR 3 = constant. If fact, solution (11) with 
TJo = itr, is just the Newtonian analog of the zero-curvature 
Einstein-deSitter universe. 

Ifwe introduce the function H defined by v = Hr or 
H = (1/ R )(dR / dt ), then H = jt, and H satisfies 

dH + H2 = _ 4trG p. (14) 
dt 3 

Solution (11) is seen as identical with the homogeneous and 
isotropic solution described by Zeldovich4 with the local 
density equal to critical density. It is easily seen that of all the 
self-similar solutions discussed, only solution (11) satisfies 
both Eqs. (13) and (14). 
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It is also interesting to note that solution (11) can be 
obtained by assuming two constants of nature, namely, the 
gravitational constant G and a characteristic velocity, as 
shown in Ref. 2. Here, we assume that G is the only constant 
of nature. 

Of all the self-similar solutions discussed here, only the 
Newtonian analog of the Einstein-deSitter universe de
scribes an expanding, isotropic, and homogeneous universe. 
As shown in Ref. 4, the hydrodynamic Eqs. (1) admit three 
types of expanding universes: forever-expanding, expansion 
followed by compression, and the zero-curvature Einstein
deSitter analog. The additional requirement of self-similar
ity selects the Einstein-deSitter model. 
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